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Abstract
Word Sense Disambiguation (WSD) is a key task in Natural Language Processing (NLP), aiming to assign the
correct meaning (sense) to a word in context. However, traditional WSD systems rely on WordNet as the underlying
sense inventory, often differentiating meticulously between subtle nuances of word meanings, which may lead
to excessive complexity and reduced practicality of WSD systems in today’s NLP. Indeed, current Pretrained
Language Models (PLMs) do seem to be able to perform disambiguation, but it is not clear to what extent, or to
what level of granularity, they actually operate. In this paper, we address these points and, firstly, introduce a
new large-scale resource that leverages homonymy relations to systematically cluster WordNet senses, effectively
reducing the granularity of word senses to a very coarse-grained level; secondly, we use this resource to train
Homonymy Disambiguation systems and investigate whether PLMs are inherently able to differentiate coarse-grained
word senses. Our findings demonstrate that, while state-of-the-art models still struggle to choose the correct
fine-grained meaning of a word in context, Homonymy Disambiguation systems are able to differentiate homonyms
with up to 95% accuracy scores even without fine-tuning the underlying PLM. We release our data and code at
https://github.com/SapienzaNLP/homonymy-wsd.
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1. Introduction

Word Sense Disambiguation (WSD) is a longstand-
ing challenge in Natural Language Processing
(NLP), whose objective is to associate words in con-
text with their most suitable entries in a pre-defined
sense inventory (Navigli, 2009; Bevilacqua et al.,
2021). WSD can be beneficial for a wide range
of NLP tasks, such as Machine Translation (Chan
et al., 2007; Pu et al., 2018), Information Retrieval
(Sanderson, 1994; Zhong and Ng, 2012), and Sen-
timent Analysis (Sumanth and Inkpen, 2015; Pa-
mungkas and Putri, 2017), among others. At the
same time, recent works suggest that PLMs are
intrinsically able to capture various linguistic phe-
nomena, including semantics (Amrami and Gold-
berg, 2018; Zhou et al., 2019; Loureiro et al., 2021),
raising doubts concerning the benefits of WSD in
today’s NLP. However, analyzing the capabilities
of PLMs in the context of WSD is complicated by
the granular sense distinctions available in lexical
resources like WordNet (Miller, 1994). While these
resources are invaluable for capturing the nuanced
meanings of words, their nature frequently poses
unnecessary practical challenges. Indeed, word
senses are often hard to differentiate even for expe-
rienced human annotators, with an estimated inter-
annotator agreement lower than 80%, as measured
on fine-grained sense inventories (Chklovski and
Mihalcea, 2003; Snyder and Palmer, 2004; Palmer

Figure 1: The senses of the noun ‘plane’ from Word-
Net 3.0, grouped by its three homonyms.

et al., 2007; Navigli et al., 2013; Moro and Navigli,
2015).

To determine to what extent PLMs are able to
perform disambiguation, we exploit the difference
between homonymous and polysemous senses1

of a word, and introduce a new resource for coarse-
grained WSD. We separate homonymous senses
in WordNet, and cluster polysemous ones, by man-
ually aligning word senses with their corresponding
sense definitions in the Oxford Dictionary of English
(Soanes and Stevenson, 2003). As a result, our
resource strikes a balance between the semantic
richness of word meanings and their suitability for

1“Homonymy is the relation between unrelated senses
that share a form, while polysemy is the relation between
related senses that share a form.” (Jurafsky and Martin,
2009). In the following, we refer to distinct, unrelated,
and coarse-grained meanings as homonymous senses.

https://github.com/SapienzaNLP/homonymy-wsd
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practical applications. Figure 1 shows an example
of WordNet senses grouped into their homonymy
clusters.

We then leverage our newly-introduced resource
in order to study the capabilities of PLMs and WSD
systems in the context of Homonymy Disambigua-
tion, and put forward the following research ques-
tions:

• (RQ1) Is the capability to properly capture
homonymy already acquired by PLMs during
pretraining?

• (RQ2) Do fine-grained2 WSD systems inher-
ently distinguish homonymous senses? If this
is not the case, can fine-grained WSD systems
benefit from the predictions of Homonymy Dis-
ambiguation systems?

Finally, to encourage the development and study of
Homonymy Disambiguation systems, we release
our resource and models at https://github.
com/SapienzaNLP/homonymy-wsd.

2. Related Work

We now describe other relevant approaches for the
creation of coarse-grained sense inventories (Sec-
tion 2.1). Subsequently, considering that our re-
source is created with the main purpose of enabling
the analysis of the disambiguation capabilities of
PLMs, we also review past methods for probing
them on lexical-semantic tasks (Section 2.2).

2.1. Coarse-Grained Inventories
During the last three decades, numerous manual
and automated techniques have been proposed for
clustering senses contained in well-known sense in-
ventories (Dolan, 1994; Pustejovsky and Buitelaar,
1998; Pedersen et al., 2004; Palmer et al., 2007;
Navigli et al., 2007; Lacerra et al., 2020). Some
early works aimed at uncovering sense similarities
within dictionary entries (Dolan, 1994), while oth-
ers introduced synset similarity measures based
on properties in WordNet, including gloss-based
heuristics (Banerjee and Pedersen, 2003), content-
based metrics (Resnik, 1995; Lin, 1998a; Jiang and
Conrath, 1997), and structure-based criteria (Mihal-
cea and Moldovan, 2001), among others. A large
body of work also attempted to capture corpus-
based estimates of word similarity (Pereira et al.,
1993; Lin, 1998b; Chugur et al., 2002; Agirre, 2004;
McCarthy, 2006). Nevertheless, the scarcity of ex-
tensive sense-tagged corpora hindered the effica-
cious use of these techniques in comparing various
meanings of the same word.

2Considering Homonymy Disambiguation as coarse-
grained WSD, we refer to standard WSD as fine-grained
WSD.

Another set of methods involved associating
senses with coarser inventories by means of ei-
ther manually annotated or automatically generated
mappings. For instance, an attempt to provide gen-
eral sense distinctions for Senseval-1 (Kilgarriff and
Palmer, 2000) involved mapping between WordNet
and the Hector lexicon (Palmer et al., 2007). Simi-
lar initiatives included mappings between WordNet
and PropBank (Palmer et al., 2004) as well as map-
pings to Levin classes (Levin, 1993). Navigli (2006),
instead, introduced an automated strategy for map-
ping one sense inventory to another by exploiting
similarities in gloss definitions and the structural re-
lationships between the two inventories. This latter
work was then used as the starting point for intro-
ducing the task of coarse-grained all-words WSD
at SemEval-2007 (Navigli et al., 2007).

More recently, Vial et al. (2019) proposed a
methodology that exploited semantic relationships
within WordNet, specifically hypernymy and hy-
ponymy, to compress the sense vocabulary. Their
technique focused on automatically clustering
closely related senses into broader categories, sig-
nificantly reducing the granularity of WordNet. On
a different note, Lacerra et al. (2020) presented
CSI (Coarse Sense Inventory), which aligned 83K
WordNet synsets with a set of 45 high-level se-
mantic labels through a combination of manual
and semi-automatic steps. While both Vial et al.
(2019) and Lacerra et al. (2020) aimed at tackling
the issue of fine-grained sense distinctions in Word-
Net, their methodologies and results differed signif-
icantly. Vial et al. (2019) employed semantic rela-
tionships within WordNet to compress its sense vo-
cabulary, effectively reducing granularity and main-
taining the framework of the original sense inven-
tory. In contrast, the CSI introduced by Lacerra
et al. (2020) abstracted these fine distinctions and
organized WordNet senses into a newly-defined,
domain-based inventory of 45 high-level semantic
labels. More similar to our work, Maudslay and
Teufel (2022) employed a fully-automatic approach
to link WordNet sense definitions to the Oxford En-
glish Dictionary, in order to enrich WordNet with
homonymy annotations.

However, despite the valuable contributions of
the aforementioned works in simplifying the organi-
zation of word senses, none of them has resulted
in a large-scale, coarse-grained inventory that can
be reliably utilized in lexical-semantic tasks. Key
challenges include limited coverage in some inven-
tories or their need to be created through automatic
steps. Additionally, with the exception of Maudslay
and Teufel (2022), none of the previous studies ex-
ploited homonymy, despite the fact that homonymy
represents a powerful linguistic tool for distinguish-
ing systematically between word senses and re-
ducing their granularity. Finally, even when WSD

https://github.com/SapienzaNLP/homonymy-wsd
https://github.com/SapienzaNLP/homonymy-wsd
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systems are assessed using the most recent coarse
inventories, they merely achieve up to 85.9% accu-
racy (Lacerra et al., 2020), and hence they are still
far from achieving performance that might enable
improvements in downstream tasks.

2.2. Probing Language Models
Various studies have shown that fulfilling the lan-
guage modeling objective inherently forces the
model to capture various linguistic phenomena. A
highly-studied phenomenon is syntax, which has
been investigated both for earlier LSTM-based mod-
els (Linzen et al., 2016; Kuncoro et al., 2018),
as well as for the more recent Transformer-based
ones (Goldberg, 2019; Hewitt and Manning, 2019;
Saphra and Lopez, 2019; Jawahar et al., 2019; van
Schijndel et al., 2019; Tenney et al., 2019).

In the context of semantics, and particularly with
a focus on lexical ambiguity, most of the studies
analyzing language models have chosen WSD and
lexical substitution as their experimental bench-
marks. Yuan et al. (2016b) advanced WSD by
integrating an LSTM language model with semi-
supervised learning, notably improving verb disam-
biguation. This innovative approach paved the way
for subsequent studies, with Amrami and Goldberg
(2018) further demonstrating the versatility of LSTM
language models by applying them to the task of
Word Sense Induction (Navigli, 2009; Yuan et al.,
2016a; Amplayo et al., 2019). Specifically, they in-
vestigated whether the predictions of an LSTM for a
word in context provided a useful way for retrieving
substitutes, and demonstrated that this information
is indeed captured in the language model. From
a more analytical point of view, Aina et al. (2019)
proposed a probe task based on lexical substitution
in order to understand the internal representations
of an LSTM language model for predicting words
in context. As regards Transformer-based mod-
els, Zhou et al. (2019) proposed a model based
on BERT to achieve state-of-the-art results in lexi-
cal substitution, showing that BERT is particularly
suited to finding senses of a word in context. Even
more relevant to our work, Reif et al. (2019) stud-
ied the BERT’s embedding space and observed
that, generally, when contextualized BERT embed-
dings for ambiguous words are visualized, clear
clusters for different senses are identifiable. Finally,
Loureiro et al. (2021) introduced CoarseWSD-20, a
dataset including a selection of twenty ambiguous
words of different kinds, and analyzed the two ma-
jor language model settings (i.e. feature extraction
and fine-tuning) for coarse-grained WSD.

Along the same lines, but using our newly-
introduced resource, we investigate whether and
to what extent PLMs are inherently capable of cap-
turing and distinguishing between homonymous
senses.

3. Resource Creation

WordNet3 provides various types of relational in-
formation about word senses, but homonymy infor-
mation is currently missing. Indeed, for a given
(lemma, PoS)4 pair l in WordNet, its candidate
senses s1, s2, . . . , sk all have separate, indepen-
dent entries, no matter how narrow their semantic
gap is.

3.1. Transferring Homonymy from ODE
to WordNet

In order to transfer homonyms from the Oxford Dic-
tionary of English (ODE) to WordNet, we ask three
linguists to manually associate WordNet senses
with Oxford homonyms based on their definitions.
As a first step, we automatically extract all (lemma,
PoS) pairs of ODE that have at least two homony-
mous senses. Then, each linguist associates the
fine-grained senses of WordNet with the coarse-
grained ones present in ODE5, when possible. In-
deed, it may happen that some sense in WordNet
cannot be associated with any homonymy cluster
in Oxford, or vice versa.

More formally, let ODE be the set of (lemma,
PoS) pairs in the Oxford Dictionary of English, then
ODEh ⊂ ODE is the set of (lemma, PoS) pairs with
at least two homonymous senses. Then, consider-
ing a (lemma, PoS) pair l, Hl = {h1, h2, . . . , hn} is
the set of its homonymous senses, and therefore
ODEh = {l ∈ ODE: |Hl| > 1}. Moreover, WN be-
ing the set of all (lemma, PoS) pairs in WordNet, we
define WNh = WN ∩ ODEh. For every l ∈ WNh,
let Sl = {s1, s2, . . . , sk} be the set of its candidate
WordNet senses. Then, for each l ∈ WNh, our
goal is to find a mapping fl from set Sl to set Hl.
Each mapping fl is not necessarily injective or sur-
jective, i.e. multiple senses in Sl can be mapped
to the same homonymous sense in Hl, and not
all elements of Hl necessarily have to be mapped
from Sl. This arises from the fact that i) Oxford
homonyms contain more than a single fine-grained
sense, ii) not all Oxford homonyms are represented
by WordNet senses.

For the manual annotation process mentioned
above, we measure the Fleiss’ kappa score (Fleiss,
1971; Fleiss et al., 2013) to be κ = 0.79, high-
lighting a substantial agreement among the anno-
tators. Specifically, the inter-annotator agreement
was computed as follows: we asked the three an-
notators to map 30% of the (lemma, PoS) in Word-

3We use WordNet 3.0 in this work.
4PoS refers to the Part-of-Speech tag.
5The Oxford Dictionary of English organizes fine-

grained senses into homonym entries (as we did in Fig-
ure 1 for WordNet), effectively separating homonymous
senses belonging to different words.
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Net that have at least two homonymous senses in
the Oxford Dictionary of English, i.e. 30% of the
(lemma, PoS) in WNh. From this sample, we mea-
sured the Fleiss’ kappa score. The final mapping
in this sample was computed using majority voting.
For the remaining 70% of (lemma, PoS) in WNh,
the annotation was completed by the annotator who
was the most times (98.57%) in agreement with the
majority vote in the aforementioned 30% sample.

3.2. Clustering Remaining WordNet
Senses

As a result of the manual annotation procedure,
we obtain a mapping between WordNet senses
and ODE homonymy clusters. However, this map-
ping does not cover the entire WordNet reposi-
tory because, i) the manual mapping involves only
those (lemma, PoS) of ODE that have at least two
homonymous senses, ii) even for those (lemma,
PoS) that have been mapped, some of their Word-
Net senses do not have a correspondence in ODE.
Nonetheless, since we are interested in enriching
the entire WordNet repository with homonymy in-
formation, we devise an automatic strategy for ex-
tending our resource.

Formally, each non-mapped WordNet sense be-
longs to one of the two disjoint sets U1 and U2:

• U1 =
⋃

l∈WNr
Sl;

• U2 = {s ∈ Sl | l ∈ WNh, s /∈ dom(fl)}.

Where WNr = WN \WNh is the set of WordNet
(lemma, PoS) pairs not involved in the previously
described manual annotation procedure. Hence,
U1 is the set containing all candidate senses of the
WordNet (lemma, PoS) pairs not in ODEh. Since
we adopt the Oxford Dictionary of English as the
authoritative inventory for homonyms, if a WordNet
(lemma, PoS) pair is not in ODEh, we make the
assumption that it does not have any homonymous
senses.6 As a direct implication of this assump-
tion, all candidate senses associated with such
a (lemma, PoS) are automatically mapped to a
single newly-created homonymy cluster. This ap-
proach ensures a consistent treatment of WordNet
senses in relation to their homonymic categoriza-
tion in the Oxford Dictionary of English. In this
automatic step we extend the mapping to cover the
remaining |WNr| = 152, 893 (lemma, PoS) pairs,
on top of the ones that are involved in homonymy
relations in ODE (|WNh| = 2394). We highlight
that, among the (lemma, PoS) pairs in WNr, only
16.4% are polysemous in WordNet; specifically,
|{l ∈ WNr : |Sl| > 1}| = 25, 138.

6Please refer to Appendix A for examples of such
(lemma, PoS) pairs.

The senses in U2, instead, are those for which
human annotators could not identify a matching
homonymy cluster in ODE, with |U2| = 506. For 250
of these senses the solution is straightforward: in
fact, each of these is the only non-mapped sense
of a (lemma, PoS) pair; therefore, since it does
not belong to other homonymy clusters in ODE,
we can create a new cluster that contains only this
sense. For the remaining 256 senses, instead, we
are not able to automatically determine whether
they should be new singleton clusters, or whether
some of them should be grouped in the same clus-
ter. For this reason, we ask the annotator to inspect
these senses and decide the composition of the
new clusters.7 As a result, our resource maps every
(lemma, PoS) pair in WordNet to its set of homony-
mous senses, each of which is a cluster of WordNet
senses. We show an excerpt of the newly-created
resource in Table 1.

To sum up, we reduced the number of distinct
senses8 in WordNet from 206, 941 to 158, 131. This
results in a sizeable reduction in the average poly-
semy degree of WordNet lemmas9 (see Table 2).
More in detail, when restricting the analysis to poly-
semous (lemma, PoS) only, the average polysemy
degree drops considerably, meaning that many fine-
grained senses could effectively be clustered based
on the homonymy relation.

3.3. Mapping WSD Datasets
We use our new resource to tag the instances of
standard WSD datasets with their coarse-grained
senses. By doing so, we enable the use of these
datasets to answer the research questions outlined
in Section 1. The datasets we considered for this
step are:

• SemCor (Miller et al., 1993), a large sense-
annotated corpus for WSD.

• WordNet Examples, contextual examples as-
sociated with specific synsets in WordNet.

• SemEval-2007 (Palmer et al., 2001), typically
used as development set for WSD systems. It
is part of the test set made available by Ra-
ganato et al. (2017a), called ALL.

• ALLNEW (Maru et al., 2022), a refined version
of the ALL test set.

7This annotation step was carried out by the annotator
who was the most times in agreement with the majority
vote mentioned in Section 3.1.

8https://wordnet.princeton.edu/
documentation/wnstats7wn

9We are intentionally extending the concept of poly-
semy degree to also account for homonymous senses.
When dealing with homonymous senses, we define the
average polysemy degree to be the average number of
homonymous senses of a lemma.

https://wordnet.princeton.edu/documentation/wnstats7wn
https://wordnet.princeton.edu/documentation/wnstats7wn
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(lemma, PoS) Homonym Synset Definition

(soil, NOUN) soil.n.h.01

soil.n.02 the part of the earth’s surface consisting of humus and disintegrated rock
territory.n.03 the geographical area under the jurisdiction of a sovereign state
land.n.02 material in the top layer of the surface of the earth in which plants can

grow (especially with reference to its quality or use)
grime.n.h.01 dirt.n.02 the state of being covered with unclean things

(list, VERB)
list.v.h.01

list.v.01 give or make a list of; name individually; give the names of
list.v.02 include in a list
number.v.03 enumerate

list.v.h.02
list.v.03 cause to lean to the side
list.v.04 tilt to one side

Table 1: For each (lemma, PoS) pair, there are its homonyms in the form lemma.PoS.h.id, which are
coarse-grained senses, each grouping together one or more WordNet senses.

Before After
w/ w/o w/ w/o

Noun 1.24 2.79 1.02 2.39
Verb 2.17 3.57 1.02 2.09
Adjective 1.40 2.71 1.00 2.07
Adverb 1.25 2.50 1.00 N/A

Table 2: Average polysemy degree of Nouns, Verbs,
Adjectives, and Adverbs in WordNet before and af-
ter our homonymy-based clustering. w/ means that
monosemous lemmas are included in the compu-
tation, while w/o means that the polysemy degree
is computed by taking into consideration only the
polysemous lemmas. ’N/A’ indicates the absence
of polysemous lemmas.

An established practice in the WSD literature (Ra-
ganato et al., 2017b; Huang et al., 2019; Blevins
and Zettlemoyer, 2020) is to use SemCor as train-
ing set, SemEval-2007 as development set, and
ALL as test set. Following more recent works
(Bevilacqua and Navigli, 2020; Conia and Nav-
igli, 2021; Barba et al., 2021a,b,c), we also in-
clude the WordNet Examples dataset in our training
data. However, after tagging the aforementioned
datasets with coarse-grained sense annotations,
we observe too few polysemous instances in the
development and test sets, as shown in Table 3.
Such distribution would hinder the effectiveness of
our analysis of coarse-grained WSD systems. For
this reason, we concatenate all these datasets and
split them into new training, development, and test
sets, ensuring a number of polysemous instances
that better fits our purposes. Table 4 shows the
number of such instances in the new data splits.10

4. Experiments

We employ the newly-created resource to answer
our research questions. For RQ1, our goal is to

10Please refer to Appendix B for more details about
the data mentioned in Section 3.3.

establish the extent to which current PLMs are
capable of disambiguating homonyms. As rep-
resentatives of all existing PLMs we choose four
of the most popular ones: BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), ELECTRA
(Clark et al., 2020) and DeBERTa-v3 (He et al.,
2021).11 BERT and RoBERTa are Transformer-
based encoder models that were pretrained using
the Masked Language Modelling objective task;
Clark et al. (2020), instead, introduced a different
pretraining objective in ELECTRA called Replaced
Token Detection, which was also used for training
DeBERTa-v3. Considering their different pretrain-
ing objectives, we expect their output representa-
tions to have different properties, which renders
our analysis more robust and of greater generality.

Regarding RQ2, instead, we want to investigate
the relationship between Homonymy Disambigua-
tion and fine-grained WSD. As the former is a sim-
pler version of the latter, we wonder whether a sys-
tem trained to perform the more challenging task
of WSD is able to distinguish homonyms on par
with a system trained specifically for Homonymy
Disambiguation, and, if this is not the case, whether
a Homonymy Disambiguation system can be used
effectively to improve WSD performance.

4.1. Probing PLMs for Homonymy
Disambiguation

In order to investigate whether PLMs learn the abil-
ity to disambiguate homonymous senses already
during their pretraining, we devise a method, which
we refer to as distance-based disambiguation, to
tackle the disambiguation of homonyms without
any kind of training. Given a test instance12 to dis-
ambiguate, we want to assign to it the homonymy
cluster that contains the closest sense, in terms

11More in detail, the exact models are bert-large-
cased, facebook/roberta-large, google/electra-large-
discriminator and microsoft/deberta-v3-large from Hug-
gingface.

12With the term instance we refer to a word in context.

https://huggingface.co/bert-large-cased
https://huggingface.co/bert-large-cased
https://huggingface.co/roberta-large
https://huggingface.co/google/electra-large-discriminator
https://huggingface.co/google/electra-large-discriminator
https://huggingface.co/microsoft/deberta-v3-large
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Total FGA HA
SemCor 226,036 187,911 7865
SE7 455 429 16
ALLNEW 4917 4917 353
WN Examples 47,269 33,414 1375

Table 3: Number of instances in standard WSD
datasets. The FGA (Fine-Grained Ambiguous)
items are the instances with more than one candi-
date sense; the HA (Homonymy Ambiguous) items
are those instances that have more than one can-
didate homonymy cluster.

Total FGA HA
Train 253,276 205,810 6224
Dev 8195 6689 1120
Test 17,206 14,172 2265

Table 4: Number of instances in the new
train/dev/test split. The FGA (Fine-Grained Am-
biguous) items are the instances that have more
than one candidate sense; the HA (Homonymy Am-
biguous) items are those instances that have more
than one candidate homonymy cluster.

of either cosine or Euclidean distance.13 In order
to compute the distance between test instances
and candidate senses, we use PLMs to extract
their vector representations. An instance is rep-
resented by the contextualized embedding of the
word in context.14 Given this, a sense can have
multiple representations, one for each training in-
stance tagged with that particular sense. We com-
pute the distance between the test instance and
each of the sense representations, and use the
smallest one for the prediction. Unfortunately, we
cannot extract vector representations for all senses,
because for some of them there are no training in-
stances. For this reason, in this experiment, we
restrict the test data to contain only the instances
whose candidate homonymy clusters contain at
least one sense that has a vector representation.
In addition, considering that we are interested in
establishing whether the selected PLMs are able to
distinguish between different homonymous senses,
we also remove from our test set those instances
that have a single candidate homonymy cluster, for
which there would be only one possible prediction,

13We choose to use Euclidean distance together with
cosine distance because the latter accounts only for the
angle between two vectors, but the actual magnitude of
a vector’s components could also be of some relevance
to the disambiguation task.

14The contextualized embeddings are extracted from
the last hidden layer of the PLM. We use the first sub-
word embedding when the word has been split by the
tokenizer.

Cosine Euclidean
BERT 95.24 94.75
RoBERTa 93.92 93.92
ELECTRA 89.98 89.82
DeBERTa 91.30 91.46

Table 5: Distance-based Homonymy Disambigua-
tion accuracy when using cosine and Euclidean
distances, respectively. The highest accuracy is in
bold, and the top two accuracy values with the two
distance measures are underlined.

adding no information to our analysis. As a result,
the number of remaining test instances is 609.

We show in Table 5 the results of this experi-
ment. Despite the difference in performance be-
tween different combinations of models and dis-
tance measures, in all experiments, we get an ac-
curacy that is above 89%, with peaks of more than
95% (obtained by BERT). Interestingly, the Most
Frequent Sense baseline15 achieves a disambigua-
tion accuracy score of 84.40, which is more than 10
points below our best distance-based Homonymy
Disambiguation system. This suggests that, al-
though PLMs are not explicitly trained to disam-
biguate homonyms during the pretraining phase,
working with vast amounts of textual data frequently
exposes them to situations where homonymous
words are used. We hypothesize that, over time,
the models learn the patterns and contexts, and
acquire the capabilities to differentiate between dif-
ferent (macro) meanings of the same word. Con-
sequently, the high results obtained by distance-
based approaches indicate that PLMs are able to
produce vector representations of words in context
that are easily separable in their vector spaces, at
least at a coarse-grained level.

For completeness, in Table 8, we provide some
examples of correct and wrong predictions of the
best distance-based Homonymy Disambiguation
model (i.e. BERT).

4.2. Are WSD Systems Homonymy
Disambiguators?

With the aim of investigating the relationship be-
tween Homonymy Disambiguation and WSD, we
test the capabilities of a system trained for the latter
task in dealing with homonyms. More specifically,
we map the fine-grained senses predicted by a
WSD system to their homonymy clusters,16 so that

15For each (lemma, PoS), such baseline selects the
most frequent sense among its candidates as measured
in the training set.

16In our resource, for each (lemma, PoS) we have
its set of candidate coarse-grained senses, which are
groups of fine-grained senses obtained through clus-
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we can measure its performance on the task of
Homonymy Disambiguation. Furthermore, we com-
pare its performance with a system that has been
trained specifically for Homonymy Disambiguation.
Both systems are based on a BERT model,17 which
is used to extract contextualized representations of
words in context.

Our architecture is inspired by Conia and Nav-
igli (2021). Specifically, we encode a word in con-
text w with BERT, concatenate the hidden states
of the last 4 layers of the encoder, and then apply
batch normalization (Ioffe and Szegedy, 2015) to
obtain ew ∈ Rd.18 Then, we use a two-layer fully-
connected neural network to predict the sense of
the word in context. More formally:

ew = BatchNorm
(
l−1
w ⊕ l−2

w ⊕ l−3
w ⊕ l−4

w

)
hw = Dropout (Swish(Whew + bh))

ow = W ohw + bo

where l−i
w is the hidden state of the i − th layer

of the Transformer starting from its topmost layer,
BatchNorm(·) is the batch normalization operation,
Dropout(·) is the dropout regularization (Srivastava
et al., 2014), and Swish(x) = x · sigmoid(x) is the
Swish activation function (Ramachandran et al.,
2017). During training, the pre-trained weights of
BERT are kept frozen, in line with the approach
taken by Conia and Navigli (2021). We train both
models for at most 10 epochs, selecting the check-
point corresponding to the highest accuracy ob-
tained on the development set in Table 4.19 We
report the results of this experiment in Table 6.

As expected, the two systems have more or less
the same performance in all three samples of the
test set: considering that Homonymy Disambigua-
tion is easier than WSD, it is reasonable to expect
that a model that learns to distinguish fine-grained
senses is also capable of implicitly distinguishing
the coarser homonymous senses. In addition, look-
ing at the accuracy value obtained in the test set
sample containing only polysemous20 instances,
i.e. HA, and considering that the disambiguation
model employed is a very simple baseline, we
hypothesize that a state-of-the-art WSD system
(Barba et al., 2021c) without any modification to the
underlying architecture would reach near-perfect
performances on the Homonymy Disambiguation
task.

tering according to homonymy relations, as outlined in
Section 3. Therefore, for every fine-grained sense of
a (lemma, PoS) we are able to uniquely determine its
homonymy cluster.

17We choose BERT because it is the best-resulting
model for distance-based disambiguation in Section 4.1.

18Also in this case, we use the first sub-word embed-
ding if the word has been split by the tokenizer.

19Please refer to Appendix C for all hyperparameters.
20With respect to the Homonymy Disambiguation task.

Test data System WSD HD

Total WSD 81.77 99.23
HD - 99.16

HA WSD 73.91 94.13
HD - 93.64

HAp
WSD 74.06 96.39
HD - 96.06

Table 6: Performance of Word Sense Disambigua-
tion (WSD) and Homonymy Disambiguation (HD)
systems when evaluated on both tasks. The accu-
racy values are measured on different samples of
the test set in Table 4: i) Total represents the entire
test set, ii) HA (Homonymy Ambiguous) comprises
only those instances that have more than one can-
didate homonymy cluster, and iii) HAp comprises
only test instances used in Section 4.1. The best
results in HD for each test set sample are in bold.

Finally, as expected, training a Homonymy Dis-
ambiguation system allows us to obtain better re-
sults compared to a distance-based disambigua-
tion system on the same test set sample used in
Section 4.1, i.e. HAp, since with the former we ob-
tain an accuracy score of 96.06, whereas the best
distance-based disambiguation system achieves
an accuracy score of 95.24 on that test set sample
(see Table 5).

5. Analyses

Our new resource clusters the fine-grained senses
of ambiguous words according to homonymy rela-
tions. In this section, we conduct a study of this
clustering under the lens of the representations gen-
erated by BERT and DeBERTa. These PLMs were
not only among the top performers in the task of
distance-based Homonymy Disambiguation, as re-
ported in Table 5, but also represent the two distinct
pretraining strategies outlined in Section 4. Specif-
ically, we leverage the representations of the last
hidden layer of these PLMs. We are interested in
getting a general sense of how close the represen-
tations of senses in the same homonymy cluster
are, and, contextually, how far from each other
those of different homonymous senses of the same
(lemma, PoS) are. We use all available data, and
therefore we concatenate the train, dev, and test
splits mentioned in Section 3.3.

Preliminarily, let us define a homonymy cluster
C = {s1, s2, . . . , sKC

}, where si is a sense, and KC

is the number of senses that belong to the cluster.
A sense si = {x1, . . . , xN} is the set of vector rep-
resentations21 xi, where each xi is the embedding

21A sense can be associated with 0, 1 or multiple vec-
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(a) Density function estimations for cluster and (lemma, PoS) cohesion when using cosine (left) and Euclidean (right)
distances with BERT as underlying encoder.

(b) Density function estimations for cluster and (lemma, PoS) cohesion when using cosine (left) and Euclidean (right)
distances with DeBERTa as underlying encoder.

Figure 2: Density function estimations (Scott, 2012) for cluster and (lemma, PoS) cohesion.

#(lemma, PoS) = 151 LC > CCAVG LC < CCAVG

BERT cosine 28 (18.54%) 123 (81.46%)
euclidean 36 (23.84%) 115 (76.16%)

DeBERTa cosine 35 (23.18%) 116 (76.82%)
euclidean 31 (20.53%) 120 (79.47%)

Table 7: Number of times that, for a given (lemma,
PoS), its cohesion is greater than the average co-
hesion of its clusters, and vice versa.

of an instance tagged with si. We define two new
measures of distance:

1. Sense distance, i.e. the average distance
between all representations of two senses si
and sj :

SD(si, sj) =
1

|si||sj |
∑

xv∈si,xq∈sj

D(xv,xq).

tor representations xi, depending on the number of its
instances.

Where D(xv,xq) is a distance measure be-
tween vectors, such as the cosine and Eu-
clidean distances.

2. Cluster distance, that is, the average distance
between all senses of two clusters Ci and Cj :

CD(Ci, Cj) =
1

|Ci||Cj |
∑

sv∈Ci,sq∈Cj

SD(sv, sq).

We can now introduce the two metrics that we
use to conduct our analysis:

1. Cluster Cohesion is the opposite of the aver-
age distance between all pairs of senses that
participate in the same homonymy cluster C:

CC(C) = − 2

|C|(|C| − 1)

∑
si,sj∈C,i<j

SD(si, sj);

2. (lemma, PoS) Cohesion is the negative of the
average distance between all pairs of clusters
in the candidates of a (lemma, PoS) l:
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Example Prediction Ground Truth Cosine
If you can’t tell, get help from your county agricultural agent or other local specialist.

grime.n.h.01 soil.n.h.01 0.3254Soil type, drainage, or degree of slope can make the difference between good crops
and poor ones.
From the equilibrium sorption data which are available, it seems logical to expect

soil.n.h.01 soil.n.h.01 0.1738that polyphosphate ions would be strongly sorbed on the surface of the dirt (especially
clay soils) so as to give it a greatly increased negative charge.
Erosion listed the old tree. list.v.h.01 list.v.h.02 0.7638
The Office of Minerals Exploration (OME) of the U.S. Department of the Interior offers

list.v.h.01 list.v.h.01 0.2644financial assistance to firms and individuals who desire to explore their properties or
claims for 1 or more of the 32 mineral commodities listed in the OME regulations.

Table 8: Examples of correct and wrong predictions of the best distance-based Homonymy Disambiguation
model (i.e. BERT), together with the cosine distance between the instance and the closest sense. To give
a clearer perspective of the model’s behavior, we provide the relevant homonymy clusters, together with
their corresponding fine-grained synsets and definitions, in Table 1.

LC(L) = − 2

|L|(|L| − 1)

∑
Ci,Cj∈L,i<j

CD(Ci, Cj).

Where, given a (lemma, PoS) pair l, L =
{C1, . . . , CM} is the set of its candidate homonymy
clusters.

The range of values that the cohesion metrics
can assume depends on whether we use the co-
sine or Euclidean distance to measure the distance
between vector representations. More specifically,
with cosine distance as the underlying distance
measure, cohesion metrics range in [−2, 0], while
with Euclidean the range becomes (−∞, 0]. In both
cases, high cohesion implies that the vectors lie in
a narrow subspace, while low cohesion indicates
that they are more spread.

Leveraging these metrics, we can further vali-
date the coherence of our resource introduced in
Section 3, and investigate how the cohesion of indi-
vidual clusters relates to the overall (lemma, PoS)
cohesion, as well as the distribution of cluster and
(lemma, PoS) cohesion measures. Specifically,
we expect BERT and DeBERTa to encode senses
of the same homonymy cluster into embedding
vectors that are closer to each other, compared
to those of senses belonging to other candidate
clusters of the same (lemma, PoS) pair. More for-
mally, given a (lemma, PoS) pair l, we expect its
cohesion LC(L) to be smaller than the average
cohesion of its candidate sense clusters, that is
CCAVG(L) =

1
|L|

∑
C∈L CC(C). For each (lemma,

PoS), we measure its cohesion, and compare it to
the average cohesion of its clusters.

We show in Figure 2 the cohesion distributions
when extracting embedding vectors with BERT and
DeBERTa, and using both cosine and Euclidean
distances. In each sub-figure, the average clus-
ter cohesion distribution is shifted to the right of
that of the (lemma, PoS) cohesion: this indicates
that, by means of our homonymy-based clustering,
we group together senses that, on average, are
closer to each other. Moreover, Table 7 shows how

many times the cohesion of a given (lemma, PoS)
is greater than its average cluster cohesion, and
vice versa. In most cases, CCAVG is greater than
LC, confirming previous results with a quantitative
measurement.

6. Conclusions

In this paper, we propose an approach for clus-
tering WordNet senses based on homonymy rela-
tions. We manually map WordNet senses to their
most appropriate coarse-grained senses in the Ox-
ford Dictionary of English, and put forward an auto-
matic technique for extending this mapping to every
(lemma, PoS) pair in WordNet. As the outcome, we
are able to release a comprehensive, high-quality
resource, which enables a substantial reduction of
the granularity of WordNet. Contextually, we study
whether current PLMs can separate homonymous
senses, probing their representations by means
of cosine and Euclidean distance measures. Our
experiments, while unavoidably limited in terms of
(lemma, PoS) coverage, suggest that this is indeed
the case, with accuracy scores as high as 95%.

Furthermore, we demonstrate that a straightfor-
ward baseline system, trained for the more chal-
lenging WSD task, achieves remarkable results
in Homonymy Disambiguation, attaining an accu-
racy score exceeding 94% on the test set sample
containing only instances that are polysemous in
homonymy. This achievement hints at the potential
for state-of-the-art WSD systems to achieve near-
perfect accuracy scores in Homonymy Disambigua-
tion, without any modifications to their architecture.

Finally, we qualitatively analyze the resulting clus-
tering through the lens of the representations gen-
erated by BERT and DeBERTa, showing that our
resource clusters together senses that are closer (in
terms of cosine and Euclidean distances) to each
other than to other senses of the same (lemma,
PoS).
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(lemma, PoS) Homonym Synset Definition

(acidity, NOUN) acidity.n.h.01
acidity.n.02 the taste experience when something acidic is taken into the mouth
acidity.n.03 pH values below 7
sourness.n.02 the property of being acidic

(schematize, VERB) schematize.v.h.01
schematize.v.01 formulate in regular order; to reduce to a scheme or formula
schematize.v.02 give conventional form to

Table 9: For each (lemma, PoS) pair, there are its homonyms in the form lemma.PoS.h.id, which are
coarse-grained senses, each grouping together one or more WordNet senses.

sents lemmas (lemma, PoS)
SemCor 36,298 20,399 22,436
SE7 120 327 330
ALLNEW 951 1701 1810
WN Examples 47,269 22,482 24,437
Train 81,938 31,820 35,084
Dev 900 3576 3822
Test 1800 5720 6178

Table 10: Number of sentences, distinct lemmas,
and distinct (lemma, PoS) pairs in each set.

Hyperparameter Value
Optimizer RAdam (Liu et al., 2021)
Learning Rate 1e-4
Batch Size 8
Accumulation Steps 2
Dropout 0.1
Dimension of hw 512

Table 11: Hyperparameters used for training the
two disambiguation systems.
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