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Abstract
Parameter-Efficient Fine-Tuning (PEFT) is a promising approach to mitigate the challenges about the model
adaptation of pretrained language models (PLMs) for the named entity recognition (NER) task. Recent studies have
highlighted the improvements that can be made to the quality of information retrieved from PLMs by adding explicit
knowledge from external source like KGs to otherwise naive PEFTs. In this paper, we propose a novel knowledgeable
adapter, Know-adapter, to incorporate structure and semantic knowledge of knowledge graphs into PLMs for few-shot
NER. First, we construct a related KG entity type sequence for each sentence using a knowledge retriever. However,
the type system of a domain-specific NER task is typically independent of that of current KGs and thus exhibits
heterogeneity issue inevitably, which makes matching between the original NER and KG types (e.g. Person in NER
potentially matches President in KBs) less likely, or introduces unintended noises. Thus, then we design a unified
taxonomy based on KG ontology for KG entity types and NER labels. This taxonomy is used to build a learnable
shared representation module, which provides shared representations for both KG entity type sequences and NER
labels. Based on these shared representations, our Know-adapter introduces high semantic relevance knowledge
and structure knowledge from KGs as inductive bias to guide the updating process of the adapter. Additionally, the
shared representations guide the learnable representation module to reduce noise in the unsupervised expansion of
label words. Extensive experiments on multiple NER datasets show the superiority of Know-Adapter over other
state-of-the-art methods in both full-resource and low-resource settings.
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1. Introduction

Named entity recognition (NER) is a fundamental
task in natural language processing (NLP). NER
is often formulated as a sequence labeling task,
where the goal is to assign a label to each entity
in the input sequence. These labels are based
on predefined categories such as location, organi-
zation, and person. Current state-of-the-art NER
methods use pre-trained language models (PLMs)
equipped with several NER paradigms, including
label-specific classifiers (LCs) (Cui and Zhang,
2019), machine reading comprehension (MRC) (Yu
et al., 2020), and unified generative models (Bart-
NER) (Yan et al., 2021). However, these models are
highly correlated with visible categories and often
remember entities explicitly (Agarwal et al., 2021).
This is because the output layers of these models
must have a consistent set of labels between train-
ing and testing. Therefore, these models must be
rebuilt from scratch to adapt to the target domain
with new entity classes, making few-shot NER a
challenging but practical research problem.

Few-shot NER is the task of training a NER model
on a small number of labeled examples of the tar-
get domain. Recently, PEFTs (Wang et al., 2022b;
Cui et al., 2021; Chen et al., 2022b; Ma et al.,
2022; Shen et al., 2023) for few-shot NER have
emerged as a surprisingly effective way to adapt
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PLMs to few-shot NER settings. A popular and
straightforward PEFT approach is prompt learning,
which aims to reduce the gap between pre-training
and fine-tuning by reformulating downstream tasks
into a pre-training style. The performance of these
prompt models, such as PromptNER (Shen et al.,
2023) and EntLM (Ma et al., 2022), in few- and
zero-shot settings depends heavily on the provided
prompts, which are contextual information frag-
ments of the NER task. However, in many cases,
the engineering design of prompts is naive and
simplistic, providing PLMs with too little context to
provide accurate answers. Furthermore, prompt
design is often unsystematic, lacking a principled
approach to combining cues. Recent researches ()
have highlighted that the quality of the information
retrieved from PLMs can be improved by providing
system designed prompts or adapters that contain
explicit knowledge from external sources such as
knowledge graphs (KGs).

Therefore, we propose Know Adapter, a novel
KG-empowered PEFT method for few-shot NER.
For each sentence, we construct a relevant KG
type sequence and introduce it to guide the up-
date process, injecting KG-based knowledge as
inductive bias. However, there are heterogeneity
issues between KB and NER type systems. Specif-
ically, KB-type systems typically have thousands
of types, while NER-type systems usually have no
more than a hundred or even less, indicating a gap



9778

and leading to different design philosophies. To
avoid introducing too much noise, we merge KG
entity types and NER labels into a unified taxon-
omy based on KG ontology. We then build a learn-
able shared representation module that bridges
the projection between ontology vocabulary and
label space. KG ontology node words are not sim-
ple synonyms; they cover different granularities
and perspectives, making them more comprehen-
sive and unbiased than NER label class names.
Additionally, the KG ontology-based shared repre-
sentation module provides a shared representa-
tion for sentence-related KG type sequences and
NER tag classes. These shared representations
learn high semantic relevance knowledge, bridge
the structural gap between context and KG, and
refine the representation module itself by retaining
high-quality words.

To verify the effectiveness of our approach, we
conducted extensive experiments on a variety of
few-shot NER tasks using PLMs. The results
demonstrate that our proposed Know-Adapter can
effectively address the absence of structural and
semantic knowledge and excessive cost issues,
significantly enhancing the performance.

Our contributions are summarized as follows:

• We propose a novel knowledgeable adapter
to incorporate structure knowledge of entity
type taxonomy in existing knowledge graph
into PLMs for few-shot NER.

• We present the Know-adapter framework that
can be flexibly combined with mainstream
PLMs.

• We conduct extensive experiments to show
the effectiveness of Know-adapter in both full-
resource and low-resource scenarios.

2. Related Works

Few-shot NER. One important research direc-
tion in few-shot NER is the use of prototype-based
methods. These methods, which incorporate meta-
learning, have gained popularity as few-shot learn-
ing approaches in the NER field. However, most
existing approaches (Ding et al., 2021; Hender-
son and Vulić, 2021; Yang and Katiyar, 2020; Ling
et al., 2023) rely on the nearest-neighbor criterion
to assign entity types, based on similar patterns
between the source and target domains. These
approaches are unable to fully leverage the ca-
pabilities of PLMs and may not perform well on
cross-domain instances.

There is another line of work using PEFTs, mostly
prompt tuning, to solve few-shot NER (Cui et al.,
2021; Chen et al., 2022b; Ma et al., 2022; Shen
et al., 2023). Especially, PromptNER (Shen et al.,

2023) unifies entity locating and entity typing into
prompt learning, and designs a dual-slot multi-
prompt template with the position slot and type slot
to prompt locating and typing respectively, which
achieves state-of-the-art performance. However,
both prototype-based methods and prompt learning
methods don’t take rich structure type information
of knowledge graph ontology into consideration.

Knowledge Enhanced PLMs. To further inject
structure knowledge of knowledge graph into PLMs,
recent knowledge enhanced PLMs have been pro-
posed to incorporate structure knowledge in the pre-
training stage (Hongbin et al., 2022; Chen et al.,
2022a; Ouyang et al., 2021; Zhang et al., 2019;
Sun et al., 2020; Wang et al., 2022a). Additionaly,
KP-PLM (Wang et al., 2022a) proposes a novel
knowledge prompting paradigm to enhance PLMs,
which learns factual knowledge from prompts. In-
spired by this work, we introduce a novel knowledge
enhanced adapter tuning method to leverage rich
information of knoweldge graph and fully exploiting
the potential of PLMs.

3. Preliminaries

NER Task. Followed by (Yan et al., 2021), we
formulate the NER task as a generative frame-
work to maintain the consistency of architecture
and enable the model to handle different entity
types. Given an input sentence of n tokens
X = [x1, x2, ..., xn], the target sequence is Y =
[s11, e11, ..., s1j , e1j , t1, ..., si1, ei1, ..., sik, eik, ti],
where s, e are the start and end index of a span,
each entity is represented as [si1, ei1, ..., sij , eij , ti],
where ti is the entity tag index. We use
G = [g1, ..., gl] to denote the entity tag tokens
(such as “Person”, “Location”, etc.), where l is the
number of entity tags. We make ti ∈ (n, n + l],
the n shift is to make sure ti is not confusing with
pointer indexes (pointer indexes will be in range
[1, n]). The input and output sequence starts and
ends with special tokens < s > and < /s >. They
should also be generated in Y , but we ignore them
in equations for simplicity.

Few-shot NER Task. Traditional NER methods
are typically trained in standard supervised learn-
ing settings, which require many labeled examples
for each entity category. However, in real-world
applications, only a few labeled examples are avail-
able for each entity category due to the high cost
of annotation. This issue yields a challenging task
of few-shot NER, where only a small number of
labeled examples are available for each entity cat-
egory. In the training phase of few-shot NER task,
a pair-wise dataset DL = {(Xi, Yi)}Ni=1 are used,
where N is the number of examples and is is a
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Figure 1: Overview of our proposed Know-Adapter module.

relatively small number compared to standard su-
pervised learning settings. This means only a small
amount of training examples are available. In this
paper, we focus on the K-shot setting following
(Yang and Katiyar, 2020) that only a small number
N = K of labeled examples are available for each
entity type.

4. Methodology

In this work, we propose Know-Adapter, which uses
a novel KG-empowered PEFT paradigm to resolve
the few-shot NER task, shown as in Figure 1. Know
Adapter follows the general Seq2Seq generation
framework and uses the pointer mechanism to gen-
erate entity index sequences. To better utilize KG-
based knowledge, it builds a shared representation
of KG entity types and NER label classes between
the two modules:(1) Knowledge adapter module:
For a given input sentence X, a knowledge graph
retriever is constructed to search for its correspond-
ing KG entity type sequence, which is then pro-
vided to the adapter for guidance. (2) Knowledge-
enhanced learnable shared representation module:
To avoid introducing too much knowledge noise
due to the heterogeneity between KG and NER
type systems, NER label classes are mapped to
KG entity type nodes of KG ontology. A learnable
shared encoder is then constructed and refined to
obtain shared representations of KG entity types
and NER label classes.

4.1. Generative Framework
Since we formulate the NER task in a genera-
tive way, we use the Seq2Seq framework with the
pointer mechanism to tackle this task. Our model
consists of two components:

(1) Encoder reads the input sentence X and
produces a hidden state representation He:

He = Encoder(X) (1)

where He ∈ Rn×d, and d is the hidden dimension.
(2) Decoder gets the index probability distribution
for each step Pt = P (yt|X,Y<t). However, since
Y<t contains the pointer and tag index, it cannot
be directly inputted to the Decoder. We use the
Index2Token conversion to convert indexes into
tokens

ŷt =

{
Xyt

, ifyt ≤ n

Gyt−n, ifyt > n
(2)

After converting each yt this way, we can get the last
hidden state hd

t with Ŷ<t = [ŷ1, ..., ˆyt−1] as follows

hd
t = Decoder(He; Ŷ<t) (3)

Then, we can use the following equations to com-
pute the probability distribution pt of token yt:

Eseq = TokenEmbed(X)

Ĥe = MLP (He)

H̃e = α · Ĥe + (1− α) ·Eseq

pseq = H̃e
⊗

hd
t

pt = Softmax([pseq; ptag])

(4)
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where Eseq, H̃e ∈ Rn×d; α ∈ R is a hyperparam-
eter; pseq and ptag refer to the predicted logits on
index of entity span and entity categories respec-
tively; pt ∈ Rn+m is the predicted probability distri-
bution of yt on all candidate indexes; [:;:] denotes
concatenation in the first dimension. In particular,
the details of ptag are in the following subsection.

4.2. Knowledgable Adapter Module
We present a strategy for tuning a large text model
with knowledge graph on few-shot NER. Our strat-
egy has two key properties: (i) It finds the best
adapter that will make a pretrained masked lan-
guage model predict the desired answer (shared
embeddings) for a training example, and (ii) it
adds only a small number of additional parame-
ters. In other words, we want to find parameters
θ = {θA, θV } for knowledgable adapter and shared
embeddings respectively.

To achieve these desired characteristics, we pro-
pose a novel knowledgable adapter module that
incorporates knowledge graph embeddings and a
small number of additional parameters into the ex-
isting PLMs. These parameters are then trained
on a few-shot NER task. We specifically apply this
knowledgeable adapter-based tuning approach to
text Transformers (Vaswani et al., 2017). In the
Transformer, each layer consists of two main sub-
layers: an attention layer and a feed-forward layer.
After each of these sub-layers, there is a projection
that maps the feature size back to the input size
of the layer. Additionally, a skip-connection is ap-
plied across each sub-layer. The output of each
sub-layer is then passed through layer normaliza-
tion. To incorporate knowledge graph embeddings,
the knowledgeable adapter approach inserts small
modules called adapters after each of these sub-
layers.

Knowledge Graph Retriever. Entities described
by KG-based knowledge inject explicit information
about the NEs in the sentence (e.g. using a de-
scription ”location : country, mountain, hill ...”, a
connection between the mention "Buck mountain"
and the entity type "Location" can be made with-
out having seen the annotated example in training).
This provides the flexibility to adapt for unseen en-
tities or entities with variable surface forms. Typ-
ically it can automatically map novel entity types
to the features, and adaptively recognize complex
entities (e.g. movie titles) consisted of complex
noun or word phrases on-demand. Overall, entities
are easy to obtain from open source like Wikidata,
which is a free and entity centric knowledge base.
We integrate dynamic entity information into the
adapter by utilizing entity retriever and encoder.

By leveraging knowledge from a KG, we can

gather explicit information about NEs mentioned in
a sentence. For example, if we have a description
that states "Buck Mountain is a location in a coun-
try", we can establish a connection between the
mention "Buck Mountain" and the entity type "Loca-
tion" even without prior exposure to annotated ex-
amples during training. This approach allows us to
handle new or variable entity forms more effectively.
Additionally, our model is capable of automatically
mapping new entity types to their respective fea-
tures and adaptively recognizing complex entities,
such as movie titles that consist of intricate noun
or word phrases, as needed. Obtaining entity in-
formation is relatively straightforward as we can
obtain it from open source like Wikidata. To incor-
porate dynamic entity information into our adapter,
we utilize an knowledge graph retriever to search
the concrete entity type sequence.

For a mention in the sentence, we design a re-
triever to find its closest match in Wikidata by us-
ing the following forms in order: i) original form;
ii) lemma form by Spacy (Honnibal and Montani,
2017); iii) base word (last word). The retriever
yields a sparse encoding es ∈ NN×k, where es =
x1, ..., xN and xi ∈ (0, 1)k is a binary vector of
length k (k is the number of NEs in E in BIO for-
mat). More specifically, if our sequence of tokens
is ŝ = {... Adam Smith
worked ...}, the resulting retriever would yield the
following matrix eŝ:


... B − PER I − PER O ...

... ... ... ... ... ...
Adam ... 1 0 0 ...
Smith ... 0 1 0 ...
worked ... 0 0 1 ...

... ... ... ... ... ...


(5)

The sparse vectors eŝ are converted to dense rep-
resentation by multiplying entities’ corresponding
type embeddings Etag,

g = es ·Etag (6)
where Etag are the shared embeddings com-

puted in Equation ( 8), the details are shown in
corresponding section.

Single Knowledgeable Adapter. The adapter
layer generally uses a down-projection with θdown

A ∈
Rd×r to project the concatenation of the input h
and its corresponding knowledge graph embed-
dings g to a lower-dimensional space specified by
bottleneck dimension r, followed by a nonlinear
activation function f(·), and a up-projection with
θupA ∈ Rd×r. These adapters are surrounded by a
residual connection, leading to a final form:

h← h+ f(hgθdown
A )θupA (7)
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The output of the adapter is then passed directly
into the following layer normalization.

4.3. Knowledge Enhanced Learnable
Shared Representation Module

It is formal to devise a strategy to convert NER types
into a natural language form for addressing the
issue of limited information in few-shot examples.
When incorporating KG type sequence into label se-
mantic NER task, the heterogeneity issue between
KG and NER type systems is the key challenge. To
denoising knowledge and better empower advan-
tages of label semantic strategy, we merge NER
label classes into the categories in KG entity type
taxonomy. With the unified taxonomy, shared repre-
sentations Etag between KG entity type sequence
in the adapter module and label classes can be
built. The mutal interaction can perceive semantic
knowledge in entity type categories and boost the
performance of few-shot NER.

Soft Shared Encoder Construction. Most exist-
ing prompting methods design the learned-from-
scratch verbalizer to leverage label semantics,
which is lack of human prior knowledge. These
methods typically only induce a few words or em-
beddings that are closely related to the class name
in terms of word meaning or distance. As a result,
they struggle to infer words that capture different lev-
els of specificity (for example, going from "Person"
to "baseball player"). However, if we create a sub-
graph in the KG for each label class based on the
corresponding entity type node in the KB ontology
graph, we can significantly improve the accuracy
of predictions. Therefore, to improve the coverage
and reduce the bias of the shared encoder, we
propose incorporating ontology knowledge into the
encoder to assist with adapter tuning.

First, we scan all the entries in the KB ontology
graph and extract their associated texts to create
a large-scale corpus. Then, for each label class
or entity type c in the set C, and its corresponding
ontology entity ec, we generate a sub-graph Gc with
a maximum of m hops, centered around ec. This
sub-graph includes all the relation paths starting
from ec in the graph G. Here, m is limited to a max-
imum of 3 hops. Taking the example of the label
class c being "Loc", we obtain the set VC as {“Lo-
cation”,“Place”,“Natural Place”, ..., “Park”} based
on the decomposition of c. Once the sub-graph Gc
is constructed, we extract both semantic and struc-
tural knowledge from it. Following the approach
proposed in (Hu et al., 2022), we employ continu-
ous vectors to incorporate ontology knowledge into
PLMs (Pre-trained Language Models). Specifically,
we establish a mappingM from the KB sub-graph
G of entity categories C to a learnable shared en-

Hyper Value
Epoch 30
Warmup Step 0.01
Learning Rate [1e-5, 2e-5, 4e-5]
Batch Size 16
BART Large
α 0.5
Beam Size [1,4]

Table 1: Hyper-parameters used for CoNLL-2003,
OntoNotes5.0, WNUT-2017.

coder V. This mapping, denoted as M : C 7→ V,
represents the random walk in the ontology graph.
By traversing the graph, we obtain the correspond-
ing ontology words for each entity type. Finally,
we utilize a frozen BART model as an encoder to
capture the semantic knowledge in the entity types.

Etag = BART (M(G)) (8)

Shared Encoder Refinement. Although we have
created a shared encoder that can understand and
represent a wide range of words related to ontology,
the words we collected may not be very accurate
because the specific vocabulary of the knowledge
base (KB) was not designed specifically for the
PLM. Therefore, it is important to improve the qual-
ity of this encoder by refining the semantics of the
words. Specifically, we assign a weight θ that can
be learned to label classes (entity types) in order to
enhance the accuracy of the prediction logit, which
represents the ontology representation of the cor-
responding labels in the answer space.

ptag = θV ⋆Etag

⊗
hd
t (9)

where θV denotes the learnable parameters for the
knowledge enhanced shared encoder. By utilizing
the soft learnable shared encoder, Know-Adapter
has the ability to understand ontology knowledge
in entity categories without making any changes to
the PLM.

5. Experiment

We conduct extensive experiments in standard
and low-resource settings. We use CoNLL-2003
(Tjong Kim Sang and De Meulder, 2003) as the
rich-resource domain. We use the WNUT-2017
(YLeon et al., 2017) and OntoNotes5.0 (Ralph et al.,
2013) datasets as the cross domain low-resource
datasets.



9782

Type Methods CoNLL-2003 OntoNotes5.0 WNUT-2017
5 10 20 5 10 20 5 10 20

Knowledge
Empowered FPFTs

ERNIE-M ⋆ 42.15 58.63 65.19 34.76 55.62 60.42 16.80 23.73 30.89
ERNIE⋆ 41.92 58.16 65.05 34.45 55.03 59.41 16.18 23.21 30.05
CoLAKE⋆ 41.34 57.96 64.98 34.21 54.97 59.24 16.03 22.99 29.92

Prompt based
Learning

Template 43.04 57.86 66.38 40.52 49.89 59.53 19.25 25.53 31.91
LightNER 28.62 42.96 65.25 39.26 48.13 58.32 18.13 24.97 31.29
EntLM 49.59 64.79 69.52 45.21 57.64 65.64 24.82 31.28 34.75

Knowledge
Enhanced PEFTs

KP-PLM⋆ 40.92 56.28 63.21 34.09 53.74 59.07 16.30 23.11 29.09
Know-Adapter 60.28 69.19 73.42 58.93 66.83 68.67 29.30 39.91 41.03

Table 2: Model performance (F1 score) under different few-shot settings (K = 5, 10, 20). All of our
experiments and baselines adopt large version of LMs. ⋆ indicates that we rerun their public code in this
setting. FEFTs (Full Parameter Fine-tuning Methods), PEFTS (Parameter Transfer Fine-tuning Methods).

5.1. Implementation Details and
Baselines

Considering the instability of the few-shot learning,
we run each experiment 5 times with the random
samples and report the averaged performance. We
utilize Pytorch to conduct experiments with 1 Nvidia
3090 GPUs. We describe the details of the train-
ing hyper-parameters in Table 1. We choose the
model performing the best on the validation set and
evaluate it on the test set.

We refer to our model as Know-Adapter and com-
pare it to the following groups of baselines. (1)
knowledge empowered full parameter fine-tuning
methods (FPFTs):ERNIE-M (Ouyang et al., 2021),
ERNIE (Zhang et al., 2019) and CoLAKE (Sun
et al., 2020). (2) promt based learning method:
Template Cui et al., LightNER (Chen et al., 2022b),
EntLM (Ma et al., 2022) and PromptNER (Shen
et al., 2023). (3) knowledge enhanced PEFTs: KP-
PLM (Wang et al., 2022a). (4)Standard supervised
Methods: LC-BERT, LC-BERT and BARTNER (Yan
et al., 2021).

5.2. Overall Performance

Few-shot NER. In the study of few-shot Named
Entity Recognition (NER), our goal is to determine
if the PEFT model effectively captures essential
entity information from the knowledge graph in
few-shot scenarios. We evaluate various meth-
ods based on their F1 scores, as shown in Table 2.
Among all the training settings on the CoNLL-2003,
OntoNotes5.0, and WNUT-2017 datasets, Know-
Adapter consistently achieves the best overall re-
sults. Know-Adapter outperforms other methods as
the number of shots decreases. Specifically, on the
WNUT-2017 dataset with a 5-shot setting, Know-
Adapter performs as the best-performing methods
and surpasses prompt-based methods by 5.5%
F1 score. The substantial large margin of Know-
Adapter over other methods in the 5-shot setting
demonstrates its effectiveness.

In the 20-shot experiments, we observe that the
performance gap between different methods nar-
rows as training data increases, but Know-Adapter
consistently outperforms prompt learning-based
methods. Surprisingly, the LightNER model does
not outperform the BART-based prompt learning
method with templates on any of the three bench-
mark datasets. Similarlyz, knowledge-enabled su-
pervised fine-tuning approaches do not offer any
advantages over our Know-Adapter model, sug-
gesting their limitations in more realistic few-shot
scenarios.

Notably, Know-Adapter significantly outperforms
the knowledge-enhanced PEFT method KP-PLM,
demonstrating the effectiveness of our external
knowledge integration for few-shot NER. In con-
trast, KP-PLM gains little benefit, suggesting that
its knowledge is not well-aligned with the NER task
and may hinder PLMs performance.

Cross Domain Few-shot NER. In this paragraph,
we evaluate the performance of the model in dif-
ferent scenarios where the target entity categories
and textual style are either similar or different from
the source domain. Additionally, we only have a
limited amount of labeled data for training. The re-
sults of training models on the CoNLL-2003 dataset
as a generic domain and evaluating them on other
target domains are presented in Figure 2.

According to the data in Figure 2, when evaluat-
ing our model on two target domain datasets, Know-
Adapter consistently outperforms all baselines sig-
nificantly, even without leveraging any knowledge
in the case of 5 instances per entity type. From
the perspective of quantifying the knowledge trans-
ferred, when the number of instances is 5, our
model achieves F1-scores of 62.28% and 31.78%
on the OnotNotes5.0 and WNUT-2007 datasets,
respectively. These results surpass the perfor-
mance achieved by state-of-the-art methods such
as EntLM and LightNER, indicating that our model
successfully transfers learned knowledge from the
source domain.
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表格 1

Template LightNER EntLM Know-Adapter

5 43.25 32.07 52.11 62.28

10 52.01 45.10 67.04 75.70

20 62.17 68.03 72.19 78.81
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(a) Label Similar: OntoNotes5.0

表格 1

Template LightNER EntLM Know-Adapter

5 21.37 20.45 26.17 31.78

10 28.06 26.23 34.94 41.93

20 34.24 33.07 37.26 43.98

F1
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(b) Label Different: WNUT-2017

Figure 2: Model performance (F1 score) in the cross-domain low-resource setting (5/10/20/50/100-shot).
The results of Know-Adapter are based on running the experiments five times on random samples and
calculating the average of their scores.

Standard SFTs P R F
LC-BERT 91.93 91.54 91.73
LC-BART 89.60 91.63 90.60
BARTNER 92.31 93.45 92.98
Knowledge
Empowered FPFTs P R F

ERNIE-M - - 93.28•
ERNIE⋆ 92.18 93.11 92.64
CoLAKE⋆ 91.79 93.21 92.49
Prompt Based
Learning P R F

Template 90.51 93.34 91.90
LightNER 92.39• 93.48• 92.93
PromtNER 92.48 92.33 92.41
Knowledge
Enhanced PEFTs P R F

KP-PLM ⋆ 91.42 92.23 92.17
Know-Adapter 93.18 94.40 93.79

Table 3: Model performance (F1 score) under stan-
dard supervised NER setting. All the experiments
adopt large version of LMs. • indicates the best
performing baselines. ⋆ indicates that we re-run
their public codes under this setting.

Notably, compared to the state-of-the-art base-
line EntLM, the F1 increasment on OntoNotes5.0,
a label-similar dataset, is much larger than that on
WNUT-2017, a label-dissimilar dataset, under the
5-shot setting. While Even for knowledge trans-
fer with different labels, Know-Adapter achieves
an F1 score of 41.93% in the 10-shot setting of
WNUT-2007, outperforming all prompt-based learn-
ing methods (Template, LightNER, and EntLM) in
the 20-shot setting. This means our approach has
the ability of knowledge transfer even when the
source and target labels differ, requiring only a
small amount of labeled data to achieve accept-

able few-shot performance.

Standard Supervised NER. A comparison of
the results obtained from Know-Adapter and the
state-of-the-art methods can be found in Table 3.
LC-BERT and LC-BART serve as strong baseline
models. However, most knowledge-empowered
full fine-tuning methods based on BERT outper-
form LC-BERT by a significant margin. Additionally,
when compared to the BART-based prompt tun-
ing methods LightNER and PromtNER, LC-BART
shows weaker performance, while Know-Adapter
achieves better results. This suggests that both the
PEFT strategy and the integration of knowledge
graph information in Know-Adapter contribute to
notable performance improvements. Interestingly,
we found that Know-Adapter, designed for few-shot
Named Entity Recognition, remains highly com-
petitive even in settings with abundant resources,
indicating the effectiveness of our knowledgeable
adapter module.

5.3. Ablation Study
We conduct comprehensive ablation studies to re-
veal the design choices in the proposed parameter-
efficient transfer learning framework for few-shot
NER and investigate the contributions of different
components of our Know-Adapter.

From Table 4, we notice that both Know-
Adapter (w/o KA) and Know-Adapter (w/o
KE) drop in both vanilla few-shot setting and
cross-domain few-shot setting on WNUT-2017. It
demonstrates that the design of the knowledge-
able adapter module is both parameter-efficient and
beneficial for domain knowledge transfer and label
class knowledge transfer like knowledge enhanced
shared encoder, which is also essential for few-shot
NER. We further compare Know-Adapter with sev-
eral non-knowledge aware PEFTs variants. Know-
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Methods WNUT-2017
10 20 50

Know-Adapter 29.30 39.91 41.03
w/o KA 25.31 32.47 36.82
w/o KE 26.53 33.62 37.94
r KA w Adapter 27.02 34.86 39.75
r KA w p-tuning 27.08 34.91 40.06

Know-Adapter c 31.78 41.93 43.98
w/o KA c 26.41 36.33 38.42
w/o KE c 27.94 37.46 39.35

Table 4: Model performance (F1 score) in the
cross-domain low-resource setting. w/o, w, r
and c indicate without, with, replace and cross-
domain, respectively. KA represents the knowl-
edgable adapter module in our model. KE denotes
the knowledge enhanced learnable shared repre-
sentation module in our model.

Methods WNUT-2017
10 20 50

Know-Adapter(KR) 29.30 39.91 41.03
Know-Adapter(DS) 27.31 33.16 37.97
w/o KG type sequences 27.02 34.86 39.75

Table 5: Model performance (F1 score) in the
cross-domain low-resource setting. KR represents
the KG type sequences used in the knowledgeable
adapter module are generated by our knowledge
retriever. DS represents the KG type sequences
used in the knowledgeable adapter module are
generated by the distant supervision method. w/o
indicates without.

Adapter achieves the optimal performance among
other non-knowledge aware PEFTs. We speculate
that this may be because KG type sequences en-
hance information for few-shot NEs, allowing the
model to derive background knowledge. Therefore,
our model is not only remarkably expressive but
also insensitive to knowledge graph information
of NEs. This suggests that we do not have to de-
sign tailored knowledge graph information about
NEs except for KG type sequences for the few-
shot NER task. In addition, both Know-Adapter
(r KA w Adapter) and Know-Adapter (w/o
KE) behaves much worse than Know-Adapter in
a low-resource setting, which reveals the unified
type taxonomy do alleviate the heterogeneity issue
and shared representations between additional KG
entity type sequences and NER label classes have
strong ability of knowledge transfer for NER.

5.4. Discussion:Do Know-Adapter have
memorized knowledge or truly have
the generlization ability?

Drawing from previous experiments, it is apparent
that Know-Adapter are adept at swiftly extracting
KG type knowledge via the knowledge retriever.
This observation raises a question regarding the ori-
gin of the performance advantage in Know-Adapter:
is it due to the substantial KG type sequences ob-
tained by the knowledge retriever, enabling the mod-
els to acquire pertinent knowledge, or is it attributed
to their robust inference and generalization capa-
bilities based on the background knowledge of KG
type sequence?

To delve into this question, we utilize a distant
supervision method (denoted as DS) (Shang et al.,
2018b,a) to generate KG type sequences instead
of our knowledge retriever (denoted as KR), which
will directly provide supervision signals but also
introducing more noise. As is shown in Table 5,
Know-Adapter(KR) achieves relatively best perfor-
mance on the WNUT-2017 dataset in both 10-shot,
20-shot and 50-shot manners. Especially, Know-
Adapter(DS) exihibits no improvement compared to
w/o KG type sequences. This demonstrates
Know-Adapter(KR) utilizes background knowledge
retrieved by our knowledge retriever to enhance
the information of few-shot examples and stimulate
the generalization of PLMs. And this also proves
that simply using the distant supervision labels for
adapter tuning can introduce more noise that inter-
feres with the model’s performance.

Conclusion

In this work, we propose a knowledge-enhanced
adapter tuning method, Know-Adapter, for few-
shot NER. Specifically, we leverage KG entity type
sequence to guide the updating process of the
adapter. To boost the few-shot NER performance,
we also construct a shared representation module
to obtain shared representations of label classes
and KG entity type sequence. Experimental re-
sults show that the proposed method can achieve
significant improvement on few-shot NER over
knowledge empowered full fine-tuning methods
and prompt-based method. Also, compared gen-
eral knowledge enhanced PEFT model KP-PLM,
better results reveal that introducing appropriate
knowledge instead of general factual knowledge
of KG dominates for external knowledge sensitive
task like few-shot NER. Moreover, utilizing KG type
sequences generated by the distant supervision
method is not effective for performance improve-
ment, which prove that KG type sequence retrieved
by our knowledge retriever provide background
knowldge to stimulate the generalization of PLMs.
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