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Abstract
Existing English-based text similarity measurements primarily focus on the semantic dimension, neglecting the unique
linguistic attributes found in languages like Korean, where honorific expressions are explicitly integrated. To address
this limitation, this study proposes Kosmic, a novel Korean text-similarity metric that encompasses the semantic and
tonal facets of a given text pair. For the evaluation, we introduce a novel benchmark annotated by human experts,
empirically showing that Kosmic outperforms the existing method. Moreover, by leveraging Kosmic, we assess vari-
ous Korean paraphrasing methods to determine which techniques are most effective in preserving semantics and tone.
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1. Introduction

Text similarity measurement is a critical task in NLP
and plays an essential role in diverse applications
such as document retrieval, machine translation,
recommendation systems, and document match-
ing (Wang and Dong, 2020). Research in this area
can be broadly categorized into two aspects: quan-
tifying text distance using various methods (Deza
et al., 2009; Nielsen, 2010) and determining text
similarity through effective text representation (Pen-
nington et al., 2014; Osman and Barukub, 2020).

However, although existing methods perform well
in English (Jiang et al., 2019; Jeyaraj and Kasthuri-
rathna, 2021), they may not adequately capture the
unique linguistic characteristics of other languages
that possess features distinct from English. This is
particularly evident in languages such as Korean,
where the relationship between speakers is explic-
itly reflected in the text using both honorific and
casual speech forms (Kim et al., 2018). In Korean,
the use of honorifics and informal speech varies
depending on the situation and relationship, poten-
tially reflecting vital societal dynamics such as hier-
archical structures, intimacy, or courtesy (Hwang
et al., 2021). On the other hand, in English, such
societal dynamics are often not explicitly reflected
within the language but are conveyed through con-
textual implications. Consequently, English-based
methods might miss these nuances, potentially re-
sulting in distorted context and the omission of sig-
nificant aspects of the text. For example, as shown
in Figure 1, two sentences may appear identical in
English due to their shared semantics but vary in
Korean formality and their usage. Relying solely
on semantics may lead to the overlooking of these
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Sentence 1

Sentence 2

수업 때 강조하셨던 부분 중에서 제가 이해하지 못한 것이
있어서 여쭤보고 싶습니다.

수업 때 강조한 부분 중에서 뭔가 이해가 안 가는게 있어서
물어보려고.
I have a question about a part of the lesson you 
emphasized that I didn’t understand.

KLUE-STS : 4.56 Kosmic (ours) : 3.12 Human Score : 3

I have a question about a part of the lesson you 
emphasized that I didn’t understand.

Figure 1: Although two Korean sentences are trans-
lated into identical English phrases, they differ in
terms of formality, politeness, and usage. Unlike
existing Korean STS metric, our Kosmic metric con-
siders honorific distinctions in its scoring.

critical differences.
To address this issue, we propose Kosmic, a

novel Korean text similarity metric that captures
both the semantic and tonal dimensions of a given
text pair. As part of the Kosmic scoring framework,
we develop a semantic-similarity model and two
tone-similarity models tailored to specific datasets
and tasks. The first model operates similarly to
existing text-similarity measurement models and is
designed to evaluate the semantic similarity of a
pair of texts. The subsequent two models consist of
one trained in a classification setting and another in
a contrastive setting, designed for the evaluation of
tone similarity. The scores from these three models
are combined to obtain the Kosmic score.

Furthermore, to evaluate the effectiveness of
the proposed metric, we introduce a novel bench-
mark, KTSEval1k. Existing Korean text similarity
datasets (Ham et al., 2020; Park et al., 2021) are la-
beled with an exclusive focus on semantic aspects,
making it impossible to measure the efficacy of a
metric for distinguishing the tone of the text. Thus,



9955

S2

FORMAL INFORMAL

남편과 메뉴를 정하고 바로 전화 드릴게요.
I’ll call you back right after I decide on a 
menu with my husband.

친구와 메뉴를 정하고 다시 문자 드릴게요.
I’ll text you after I decide on a menu with 
my friend.

알겠어. 천천히 정하고 전화해줘.
Okay. Take your time and call back when 
you’re ready.

알겠어. 빠르게 정하고 전화해줘.
Okay. Text me quickly when you’re ready.

Emb S4

S1 S3 S2

남편과 메뉴를 정하고 바로 전화 드릴게요.

친구와 메뉴를 정하고 바로 문자 드릴게요.

Semantic Similarity Score : 3.2

FIC

CSL
Minimize

Maximize

Formal-Informal Classifier (FIC)

Semantic Text Similarity (STS)

Contrastive Learning (CSL)

S1 S4

S4

S3

S2

S1

INFORMAL

INFORMAL

FORMAL

FORMAL

Emb S3Emb S1

Emb S3

Emb S1

S2Emb S4

Figure 2: An overview of the training methods of three models for the Kosmic score: the Semantic
Measurement Model (STS), the Formal-Informal Classification Model (FIC), and the Contrastive Learning
Model (CSL).

we create an evaluation dataset in which humans
annotated the similarity of given text pairs consid-
ering both semantic and tonal aspects. Utilizing
KTSEval1k, we demonstrate that Kosmic shows
a notably high correlation with human judgment
for measuring Korean text similarity compared to
the baseline metric. Furthermore, we highlight the
utility of Kosmic by analyzing the efficacy of vari-
ous Korean paraphrasing methods in preserving
semantic and tonal aspects of Korean texts.

2. Backgrounds

2.1. Text Similarity Measurement
Measuring textual similarity extends beyond merely
examining the lexical dimension using simple
sequences of characters (Gomaa et al., 2013;
Qurashi et al., 2020). It aims to encapsulate
both semantic and contextual nuances to deter-
mine the degree of resemblance between text
pairs (Benedetti et al., 2019). Current research
on text similarity focuses on measuring distances,
such as length and semantic distance (Rahutomo
et al., 2012; Dice, 1945), and enhancing text rep-
resentation through string-based, corpus-based,
and graph-structure-based approaches (Islam and
Inkpen, 2008; Tomita et al., 2004). However, con-
ventional methods often fail to capture nuanced
contextual similarities in languages such as Korean,
which explicitly incorporate honorific expressions.

2.2. Korean Honorific Systems
While English text implicitly conveys formality, Ko-
rean does so explicitly, mainly by differentiating
between formal and informal tones (Sohn, 2005).
Among formal expressions, Korean honorifics stand

out for their complexity and diversity (Ku et al.,
2014), necessitating the careful selection of the
appropriate formality level based on the situation
and its counterparts (Brown, 2011; Lee et al., 2023).
Recognizing and understanding these nuances is
a significant aspect of Korean culture when engag-
ing in conversation or writing (Brown, 2015). This
paper introduces a new metric for text similarity that
effectively captures both formality in Korean and its
semantic aspects.

3. Methodology

In this study, we propose a new Korean text sim-
ilarity metric called Kosmic, which is designed to
effectively capture both semantic and tonal aspects.
The Kosmic framework comprises three distinct
models: a semantic-similarity model (§3.1) and
two tone-similarity models (§3.2 and §3.3).

3.1. Semantic Text Similarity Model (STS)

The semantic textual similarity Model (STS) em-
ploys regression to learn the semantic similarities
between text pairs. As depicted in Figure 2, it con-
siders two Korean sentences as inputs and outputs
the semantic similarity between them. The loss is:

L(θ
STS

) =
1

N

N∑
i=1

(yi − hθ
STS

(xi))
2,

where N is the batch size, xi is the input text pair,
yi is the ground-truth label, and hθ

STS
(xi) is the

prediction score.
Subsequently, during the evaluation phase, the

STS model outputs the semantic similarity between
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two sentences as a score on a scale of zero to five.

STS(xi, xj) = w ∗ hθ
STS

((xi, xj)),

where xi and xj represent the two Korean sen-
tences, and (xi, xj) signifies the pair. w is set to
5.0 to ensure the score scale.

3.2. Formal-Informal Classifier (FIC)
To learn the tonal aspects of the sentences, we
devise two distinct models: The first model, as de-
picted in Figure 2, is the formal-informal classifier
(FIC) that learns to classify each Korean sentence
as either formal or informal through binary-label
classification. This model is designed to gather
tone information of individual sentences before be-
ing considered as pairs. Consequently, it is trained
using binary cross-entropy loss:

L(θ
FIC

) = − (y log(ŷ) + (1− y) log(1− ŷ)) ,

where y represents the true binary label, taking
values of either 0 or 1, ŷ represents the predicted
probability hθ

FIC
(x), which takes values between

0 and 1.
During subsequent evaluations, the trained pa-

rameter θFIC is used to calculate the absolute dif-
ference between the logit values of the two input
Korean sentences. The scoring method employed
in the FIC model is detailed below:

FIC(xi, xj) = w ∗ (1− |hθFIC
(xi)− hθFIC

(xj)|),

where xi and xj represent the two Korean sen-
tences and w is set to 5.0.

3.3. Contrastive Learning Model (CSL)
To measure the similarity in honorific tones between
two Korean sentences, a contrastive learning
model (CSL) is trained via contrastive loss. As
illustrated in Figure 2, sentences with matching
tones are treated as positive samples, whereas
those with differing tones are treated as negative
samples. Through contrastive learning, the model
learns the distances between the respective em-
beddings (Le-Khac et al., 2020). The contrastive
loss employed to train the CSL model is described
as follows (Chen et al., 2020):

L(θCSL) =
1

2N

∑N
i=1

[
(1− Yi) · 1

2 ·D2
i + Yi · 1

2 · (max(0,m−Di))
2
]
,

where N represents the batch size, Yi is 1 for posi-
tive samples and 0 for negative samples, Di repre-
sents the distance, and m is the margin value. The
cosine similarity is used for the distance metric D.

Subsequently, during the evaluation phase, the
cosine similarity between the embeddings of the
two input Korean sentences is utilized to determine
the score. Therefore, the CSL score is expressed
as follows:

CSL(xi, xj) = w ∗max(cos(hθCSL(xi), hθCSL(xj)), 0),

where xi and xj represent the two Korean sen-
tences and w is set to 5.0.

Finally, the Kosmic score is a combination of the
three aforementioned scores:

Kosmic = λ
STS

∗STS+λ
FIC

∗FIC+λ
CSL

∗CSL.

4. KTSEval1K

We introduce a novel Korean text similarity bench-
mark, KTSEval1k, to determine whether the Kos-
mic metric adequately captures semantic and tonal
nuances. Most existing Korean text similarity
datasets (Ham et al., 2020; Park et al., 2021) are
constructed primarily using back translation, which
does not guarantee the preservation of tonal nu-
ances. However, these datasets overlook this as-
pect, concentrating solely on semantic attributes
when assigning text similarity scores. Conse-
quently, they may not effectively evaluate whether a
Korean text similarity metric measures similarity by
considering the contextual aspects of paired texts.

Therefore, to address this limitation, we create
a benchmark that takes into account contextual
aspects. Crowd workers are instructed to craft new
sentences by adjusting both semantics and tone
using reference sentences, thereby creating text
pairs. Other crowd workers annotate the similarities
between pairs on a scale of 1 to 5 by considering
both semantic and tonal nuances. Furthermore,
each sentence is labeled for formality, either formal
or informal. The dataset consists of 1,000 text pairs,
and we design it to ensure a uniform distribution
of formality between the reference sentences and
their paraphrased counterparts.1

5. Experiments

5.1. Model Implementations
The STS, FIC, and CSL models employ KLUE-
BERT (Park et al., 2021) as their backbone, a pre-
trained model optimized for Korean sentence lan-
guage modeling. For the STS model, the KLUE-
STS training set (Park et al., 2021) is used, which
comprises 50k sentences. Furthermore, for the FIC
and CSL models, the training datasets are sourced

1The examples, statistics, and annotation details of
KTSEval1k will be included in the appendix.
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KTSEval1k KTSEval1k Smile
ρ τ Acc. F1 P Acc. F1 P

KLUESTS 0.184 0.139 0.523 0.671 0.512 0.507 0.688 0.504
KosmicFIC 0.753 0.652 0.795 0.812 0.752 0.798 0.821 0.769
KosmicCSL 0.681 0.589 0.747 0.782 0.705 0.775 0.801 0.728

Kosmic 0.755 0.653 0.798 0.817 0.756 0.806 0.824 0.778

Table 1: The experimental results to validate Kosmic’s efficacy in measuring Korean text similarity: Human
correlation results (left) and classification setting results (middle and right).

from XPersona (Lin et al., 2020) and AI Hub 2. The
formal and informal sentence datasets each com-
prise 120k samples.

5.2. Experimental Setup
Using the human-annotated text similarity score
in KTSEval1k, which considers both the semantic
and tonal similarities of Korean sentences, we eval-
uate the correlation between the scores output by
each metric using Pearson correlation (ρ) (Cohen
et al., 2009) and Kendall tau correlation (τ ) (Sen,
1968) metrics. The Pearson correlation quanti-
fies linear connections, while the Kendall Tau cor-
relation, which relies on rankings, evaluates the
magnitude of monotonic relationships. In addition,
to specifically assess the ability of each metric to
accurately detect the formality of a text pair, we
conduct experiments in a classification setting us-
ing two test datasets. Both the KTSEval1k and
Smile datasets (Kim, 2022) contain labels indicat-
ing whether each sentence in a text pair is formal
or informal. Setting a classification threshold of 2.5
since each metric outputs a formality score between
0 and 5, we evaluate each metric using accuracy,
F1 score, and precision. For the two experimental
setups, a comparative analysis of four models is
conducted: KLUESTS, Kosmic FIC, Kosmic CSL, and
Kosmic. For Kosmic FIC, λ

CSL
is set to 0, while con-

versely, λ
FIC

is set to 0 for Kosmic CSL. Kosmic is
a model optimized through hyperparameter tuning,
utilizing the three best-performing λ values.

5.3. Results
When analyzing the human correlation results from
KTSEval1k, the baseline metric exhibits a notably
low human correlation due to its inability to detect
honorific distinctions, as shown in Table 1. For
both Kosmic FIC and Kosmic CSL, the human corre-
lation scores increased owing to the measurement
of tone similarity. Furthermore, Kosmic, which lever-
ages both the FIC and CSL models to measure tone
similarity, achieves the highest score. In addition,
the evaluation of classification setups exhibits a sim-
ilar tendency. The STS-exclusive model performs

2https://www.aihub.or.kr/

Method Model KLUESTS Kosmic

Back translation
GoogleAPI 4.00 3.04

GPT-3.5 3.77 3.27
GPT-4 3.87 3.16

Direct paraphrase
GPT-3.5 3.91 3.81
GPT-4 3.98 3.90

Table 2: The experimental results of various Ko-
rean paraphrasing methods on semantic and tonal
preservation.

at near-random guess levels, but both Kosmic FIC
and Kosmic CSL showcase improvements. More-
over, Kosmic demonstrates the most outstanding
performance. These findings suggest that Kosmic
effectively reflects semantic and tonal aspects, po-
sitioning it as a robust metric for assessing Korean
text similarity.

6. Analysis

6.1. Benchmarking Paraphraing Methods
We demonstrate the utility of Kosmic by analyzing
the effectiveness of various Korean paraphrasing
methods in preserving both semantics and tone
during the paraphrasing process. While preserv-
ing tone is not always crucial during paraphrasing,
there are numerous situations in which it is essen-
tial for upholding the text’s full context. Therefore,
the detection of tone preservation is vital.

We compare two widely used Korean paraphras-
ing methods: back translation (Sennrich et al.,
2015) and direct paraphrasing using large language
models (LLMs) (Brown et al., 2020). Back transla-
tion has proven particularly effective, especially in
the dialogue domain, as it captures context more
adeptly than other techniques (Kulhánek et al.,
2021). Furthermore, the integration of LLM capa-
bilities for downstream tasks has recently attracted
significant attention, given its proven effectiveness
across diverse tasks, including paraphrasing (Wit-
teveen and Andrews, 2019; Tang et al., 2023).

As shown in Table 2, we observe that although
the back translation methods effectively paraphrase
semantic aspects, they tend to lose information con-
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cerning tone. Conversely, the direct paraphrasing
methods utilizing LLMs not only perform well in
preserving semantics but also prove effective in
maintaining tone during paraphrasing.

7. Conclusion

This paper introduces Kosmic, a Korean text sim-
ilarity metric designed to effectively encapsulate
the semantic and tonal nuances in the Korean lan-
guage. Utilizing the newly crafted dataset, KTSE-
val1k, we demonstrate that Kosmic exhibits a higher
correlation with human judgment compared to the
baseline that assesses only the semantic dimen-
sion. Moreover we compare Korean paraphrasing
techniques using Kosmic and provide directions for
future research leveraging Korean text similarity.

Ethic Statements

To ensure that the created dataset is free from ethi-
cal concerns, crowd workers are instructed to check
that there weren’t any offensive, sexist, or racist re-
marks; harmful language; or references to sexual
conduct. These workers are fairly compensated,
with wages exceeding $12 per hour in USD. More-
over, we utilize the translation models and LLMs
from the official sites34. All models and datasets
leveraged in our studies are obtained from pub-
licly available websites or GitHub repositories. Our
code and dataset will be made public.
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