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Abstract

Argument mining has typically been researched for specific corpora belonging to concrete languages and domains
independently in each research work. Human argumentation, however, has domain- and language-dependent
linguistic features that determine the content and structure of arguments. Also, when deploying argument mining
systems in the wild, we might not be able to control some of these features. Therefore, an important aspect that has
not been thoroughly investigated in the argument mining literature is the robustness of such systems to variations in
language and domain. In this paper, we present a complete analysis across three different languages and three
different domains that allow us to have a better understanding on how to leverage the scarce available corpora to
design argument mining systems that are more robust to natural language variations.
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1. Introduction

The public availability of annotated data and its
quality is one of the major limitations in argument
mining. Annotating argumentative labels in natu-
ral language is a complex process that requires
a large amount of resources and time. Further-
more, different frameworks for argument annota-
tion have been proposed in the literature (Lawrence
and Reed, 2014; Stab and Gurevych, 2014; Dus-
manu et al., 2017; Naderi and Hirst, 2018; Chen
et al., 2021), resulting in a very heterogeneous and
limited collection of corpora for argument mining
research. The language, the domain, and also
the nature of the task (e.g., segmentation, com-
ponent classification, or relation identification) for
which each corpus is created conditions its versa-
tility. This problem is closely related to the high
complexity of understanding and analysing argu-
mentation for humans themselves, which is directly
reflected in argument mining annotation (Cabrio
and Villata, 2018). Therefore, to address this exist-
ing heterogeneity in data, we consider that the next
step in the argument mining community is to inves-
tigate the robustness of the proposed systems from
(at least) the language and domain perspectives.

We have observed a recent trend in argument
mining research that partially moves into this di-
rection. This is the case of cross-lingual argu-
ment mining research. Firstly investigated in Eger
et al. (2018), the authors approach the problems
of segmentation and classification of arguments
considering corpora in three different languages
(i.e., English, German, and Chinese) through the

use of machine translation techniques. This re-
search was extended in Rocha et al. (2018); Sousa
et al. (2021), where the authors approach the seg-
mentation, classification, and identification of ar-
gumentative units and relations in a cross-lingual
setup where English and machine-translated Por-
tuguese languages are taken into consideration.
In Toledo-Ronen et al. (2020), the authors con-
tinue with the machine translation approach, and
present a multilingual approach to argument min-
ing tasks considering five European languages (i.e.,
Spanish, French, Italian, German, and Dutch). Re-
cently, in Chung et al. (2021), the authors explore
the task of classifying counter narratives in three
different European languages. We can observe
that most of the cross-lingual research focuses on
machine translated versions of the same corpus
and consider close languages. However, as stated
in Zhao et al. (2021), cross-lingual experiments on
languages more distant from English, e.g., Asian
languages, may suffer a huge drop in performance.
In-depth cross-lingual argument mining research
considering a more varied set of languages is still
unexplored.

Another line of research that moves into this di-
rection is the cross-domain argument mining. In
Ajjour et al. (2017), multiple corpora are combined
for both training and testing, and the models are
evaluated considering exclusively in-domain data,
and considering the cross-domain combination. In
Bouslama et al. (2019), the authors propose a sim-
ilar approach to the cross-domain argument com-
ponent classification problem, but using a convolu-
tional neural network. A different approach based
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Train Dev./Test Total License Ethical Risks

EN-F 5,521 (3,859/62/1,600) 690 (482/8/200) 6,901 (4,823/78/2,000) GPL 3.0 Low
CN-F 6,549 (3,676/2,158/684) 819 (460/270/85) 8,187 (4,623/2,710/854) CC BY-NC-SA 4.0 Low
CAT-D 13,216 (7,566/1,553/4,097) 1,652 (946/194/512) 16,520 (9,458/1,941/5,121) CC BY-NC-SA 4.0 Low
EN-D 11,710 (6,520/1,676/3,514) 1,464 (815/210/439) 14,638 (8,150/2,096/4,392) Public Low
EN-E 4,666 (2,891/175/1,600) 583 (361/22/200) 5,832 (3,613/219/2,000) Research only Low

XLD-ARI 41,662 (24,512/5,624/11,495) 5,208 (3,064/704/1,436) 52,078 (30,667/7,044/14,367) CC BY-NC-SA 4.0 Low

Table 1: Distribution of the argumentative relation samples and classes (support/attack/none) in the
XLD-ARI data collection.

on transfer learning is presented in Ruiz-Dolz et al.
(2021a), where Transformer-based models are fine-
tuned in a single-domain corpus of significantly
larger size, and evaluated in five smaller corpora
belonging to different domains. The segmentation
of arguments from a cross-domain viewpoint has
also been approached in Alhamzeh et al. (2021)
and Alhamzeh et al. (2022a) where the authors
make use of transfer learning techniques and eval-
uate in corpus outside of the training domain.

This paper provides the first multidimensional
analysis on robust argument mining, and presents
the following three contributions to the definition
of more robust argument mining systems: (1) we
propose XLD-ARI, a collection of cross-lingual and
cross-domain adapted Argument Relation Identifi-
cation (ARI) tasks that can be used for measuring
the robustness of argument mining systems; (2) we
present a complete analysis of different learning
strategies aimed at improving both the performance
and the robustness of our models; and (3), we re-
lease all pre-trained models which can be used as
a baseline for future research.

2. Data

We propose a collection of data for exploring model
robustness in ARI. Our collection considers the 3-
class instance of ARI, consisting of support, attack,
and none relations. In addition to the previously
existing corpora, we have also included in the col-
lection a new annotated Chinese language corpus
belonging to the financial domain for completing
our analysis.

2.1. Chinese Financial (CN-F)
Different from the previous financial argument min-
ing corpus using English formal documents (Al-
hamzeh et al., 2022b), we collected our data from
the Chinese financial social media platform, Mo-
bile011. Our corpus includes opinions from a wide
spectrum of user backgrounds, professional in-
vestors and netizens with little experience in invest-
ment. In CN-F, most of the data is short and collo-

1https://www.mobile01.com/topiclist.
php?f=793

quial, with informal language. For the annotation of
the data, we cooperated with an expert working in
a securities company. The expert manually anno-
tated all the argumentative pairs in the corpus. It is
worth noting that this social media platform had ad-
ministrators that removed offensive posts manually.
Therefore, no offensive posts have been included
in this corpus. In the end, we obtained 8,187 pairs
with annotations divided into 4,623 supports, 2,710
attacks, and 854 non-related argument pairs. To
check their quality, the other annotator with financial
background annotated 1,000 randomly-selected
pairs. We report a Cohen-Kappa (McHugh, 2012)
of 62.21%, which can be interpreted as a substan-
tial agreement (Landis and Koch, 1977) between
annotators.

2.2. Cross-Language & Domain for
Argument Relation Identification
(XLD-ARI)

We release XLD-ARI, a complete collection of an-
notated corpora structured and pre-processed for
providing a consistent environment for evaluating
the robustness of argument mining systems. The
languages included in XLD-ARI are Chinese (CN),
English (EN), and Catalan (CAT). Each of them
belongs to a different language family (i.e., Sino-
Tibetan, Germanic, and Romance respectively).
The selected families present different degrees of
similarity, the Romance and the Germanic being
closer, while the Sino-Tibetan remains more distant.
On the other hand, we included three different do-
mains: Financial (F), Debate (D), and Essay (E).
These domains allow us to perform an analysis
based on the specificity of each corpus. Therefore,
our data collection is composed of the following
corpora (from more domain-specific to less): EN-F,
CN-F, CAT-D, EN-D, and EN-E. This sorting has
been proposed based on the annotation process
and data sources used in the creation of each cor-
pus.

The EN-F corpus has been adapted from the
FinArg corpus (Alhamzeh et al., 2022b), consist-
ing of 804 different argument-annotated earnings
conference calls. The CAT-D corpus has been re-
fined from the VivesDebate corpus (Ruiz-Dolz et al.,

https://www.mobile01.com/topiclist.php?f=793
https://www.mobile01.com/topiclist.php?f=793
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2021b), that consists of 29 complete spoken de-
bates in Catalan language. The debates belong
to a university debate tournament on the ban of
surrogacy. The EN-D corpus has been produced
from a combination of the US2016 (Visser et al.,
2020) and the QT30 (Hautli Janisz et al., 2022) cor-
pora. Both corpora contain argument-annotated
political debates in different contexts such as reddit,
TV, and radio programs. Finally, the EN-E corpus
has been refined from the Argumentative Essays
corpus (Stab and Gurevych, 2017), which contains
402 completely annotated argumentative essays.
The essays included in this corpus belong to a very
heterogeneous set of topics, providing a very varied
vocabulary.

A complete summary of the data collection has
been depicted in Table 1. The data is released for
academic usage and under the CC BY-NC-SA 4.0
license2, including both publicly available corpora
and the annotated CN-F.3

3. Methods

In this paper, we explore two different learning tech-
niques for argument mining: Sequential Transfer
(ST) learning, and Multi-aspect Learning (MaL). By
considering these techniques, it is our objective
to improve our understanding on two relevant as-
pects of low-resource and domain-dependant NLP
tasks. First, to define effective cross-corpora learn-
ing strategies and leverage limited resources to
maximise the improvement. Second, to improve
model robustness by considering data belonging
to different languages and domains with variable
class-distributions.

3.1. Baseline Models
To provide a solid reference that allows us to un-
derstand the advantages of the learning strategies
analysed in this work, we provide five single task
baselines for EN-F, CN-F, CAT-D, EN-D, and EN-E.
These baselines have been obtained by fine-tuning
the base language model individually in each of the
train splits of the five tasks included in XLD-ARI.

3.2. Sequential Transfer Learning (ST)
Under the ST paradigm, we consider two differ-
ent corpora independently in each experiment, the
source corpus and the target corpus. Therefore,
we use the baseline models as the starting point
(i.e., source model), and fine-tune them with all

2The EN-E license does not allow to publish adapted
versions of this data. Instead, we provide a script to
generate the EN-E part of the XLD-ARI collection.

3XLD-ARI: https://github.com/raruidol/
RobustArgumentMining-LREC-COLING-2024

the possible combinations of the target corpora
in the XLD-ARI collection. This way, we are able
to analyse transfer learning in ARI from a cross-
domain (e.g., EN-F → EN-D), cross-lingual (e.g.,
CN-F → EN-F), and combined cross-domain and
cross-lingual (e.g., CAT-D → CN-F) approaches.

3.3. Multi-aspect Learning (MaL)

In the MaL strategy, the complete set of training
data is learnt by the model at once rather than learn-
ing it in different steps (i.e., ST). With this strategy,
the amount of training data is significantly enlarged,
but each individual language/domain data distribu-
tion also suffers an important variation compared
to the data distribution of the corpus combination.
Therefore, using the XLD-ARI collection, it is possi-
ble to explore multi-domain (MD), multilingual (ML),
and a combination of both multi-domain and mul-
tilingual (MD & ML) approaches under the MaL
paradigm.

4. Experimental Analysis

In order to provide solid results about the robust-
ness, and the learning strategies investigated in
this paper, we have run all of our experiments
under the same experimental setup with XLM-
RoBERTa (Conneau et al., 2020), and use macro
F1-score for evaluation.

4.1. Experimental Setup

Given the multilingual nature of the XLD-ARI collec-
tion, we have used the XLM-RoBERTa language
model (Conneau et al., 2020) as the starting point
in all of our experiments. XLM-RoBERTa is a lan-
guage model pre-trained on a large collection of
natural language data containing more than 100
languages, including Chinese, English and Cata-
lan. Therefore, with this language model we can
better observe the impact of language and domain
variations in performance than if we focus on us-
ing specific language models. Even though it is
possible that using language models pre-trained
on a specific language achieve better results, the
availability of such models in underrepresented lan-
guages (e.g., Catalan) is very limited. Thus, the
purpose of this work is not to beat some specific
literature baseline, but to understand how different
languages and/or domains can be useful together
and detect synergies between these aspects that
lead us to achieve significant improvements in sit-
uations where obtaining and annotating data is a
challenge.

https://github.com/raruidol/RobustArgumentMining-LREC-COLING-2024
https://github.com/raruidol/RobustArgumentMining-LREC-COLING-2024
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Training Order EN-F CN-F CAT-D EN-D

Single Task 51.4 65.0 65.2 70.2
CN-F → EN-F 49.1 44.4 - -
EN-F → CN-F 69.2 58.5 - -
CAT-D → EN-D - - 58.7 70.2
EN-D → CAT-D - - 68.1 63.8

Table 2: Cross-Lingual Results.

Training Order EN-F EN-D EN-E

Single Task 51.4 70.2 47.4
EN-F → EN-D 74.9 61.7 -
EN-D → EN-F 57.0 59.7 -
EN-E → EN-D - 58.1 39.0
EN-D → EN-E - 64.6 59.5
EN-E → EN-F 50.1 - 40.6
EN-F → EN-E 88.2 - 56.6

Table 3: Cross-Domain Results.

4.2. Cross-Corpora Learning Strategies

The observed results have been depicted in Ta-
bles 2, 3, and 4 for the cross-linugal, cross-domain,
and the MaL experiments respectively. A complete
summary of the improvement achieved by these
learning strategies is presented in Table 5. These
results lead us to three interesting observations for
low-resource NLP problems. First of all, we can
observe that having more training data has not al-
ways positive implications. We observed that in
these cases where language is very specific to a
given domain (e.g., EN-F) it is better to perform a
sequential transfer step on more generic language
data instead of including all the data for the training
process. Conversely, in these cases where our do-
main contains more generic language (e.g., EN-E),
a greater improvement is observed by extending
the training data to new domains. Second, we
observed that learning across languages within a
unique domain in low-resource problems is harder
than learning across domains within a unique lan-
guage. Finally, in most of the cases we observed
that model performance on smaller corpora could
easily improve from extending the training data with
larger corpora, but not vice versa. This behaviour
can be caused by the impact on the data distri-
bution that larger corpora have over the smaller
ones.

4.3. Model Robustness

For analysing the robustness of models, we have
focused on the test partitions of tasks unseen dur-
ing training. Table 6 shows the performance of
the best model for each task when evaluated with
the non-learnt tasks. We have compared the best
performing model in each task against the single

EN-F CN-F CAT-D EN-D EN-E

Single Task 51.4 65.0 65.2 70.2 47.4
MD 54.7 - - 70.4 61.9
ML 52.6 72.3 - - -
MD & ML 50.7 66.2 68.4 67.7 60.0

Table 4: Multi-domain and Multilingual Results.

Best-Performing Model
Improvement

Macro-F1 Ratio

EN-F ST (Cross-Domain) +36.8 71.60%
CN-F MaL (ML) +7.3 11.23%
CAT-D MaL (MD & ML) +3.2 4.91%
EN-D MaL (MD) +0.2 0.28%
EN-E MaL (MD) +14.5 30.59%

Table 5: Summary of Cross-Corpora Learning.

task baselines’ performance on non-learnt corpora.
Note that MD & ML (CAT-D) was trained with all the
tasks, and thus we could not compare it with the
results of the CAT-D single task baseline model.

We can observe a generalised improvement on
model robustness for argument mining. What is
particularly interesting is the result of the multilin-
gual model that performed the best in CN-F, being
able to significantly outperform the CN-F single
task baseline on unseen tasks such as the CAT-D,
EN-D and EN-E. The CN-F baseline had a partic-
ular bad performance in these tasks, mainly due
to the language family differences. However, by
only including one of the smaller corpora available
in the XLD-ARI collection in the training process
(i.e., EN-F), the robustness of the model improved
substantially.

5. Discussion

5.1. Potential of Learning Strategies

In this section, we demonstrate the efficacy of vari-
ous learning strategies by comparing their perfor-
mance with that of prior models. The models EN-F
and CN-F participated in the open competition, Fi-
nArg, at NTCIR-17 (Chen et al., 2023). Official
evaluations were conducted on the outputs of 19
and 18 systems for EN-F and CN-F, respectively.
The highest scores achieved in this competition for
both datasets were 61.50% for EN-F and 73.94%
for CN-F. By employing the learning strategies dis-
cussed in this paper, we attained an enhanced
performance of 88.20% for EN-F and 72.30% for
CN-F. These results surpass previous methods in
EN-F and align closely with the performances of
methods specifically designed for the CN-F. This
outcome underscores the advantage of system-
atically exploring existing datasets through varied
strategies.
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Model EN-F CN-F CAT-D EN-D EN-E

EN-F Single Task - 10.3 26.5 33.9 36.5
Cross-Domain - 16.6 37.1 40.7 -

CN-F Single Task 17.5 - 25.4 25.4 26.3
ML - - 40.2 46.7 40.7

EN-D Single Task 41.0 28.0 44.9 - 43.1
MD - 27.7 45.5 - -

EN-E Single Task 26.9 20.6 33.6 35.4 -
MD - 27.7 45.5 - -

Table 6: Robustness of best performing models.

5.2. Review Strategy
Humans learn sequentially and continually, but also
require periodic brushing up of learned tasks. Var-
ious strategies are employed by individuals to re-
view learned knowledge. However, previous stud-
ies have scarcely addressed the review strategies
of models. Consequently, this paper concentrates
on discerning the effective review strategy during
continual learning. We experiment with two strate-
gies: the standard strategy (SS) and the partial
review strategy (PRS).

The standard strategy involves updating both the
language model (LM) and the multilayer percep-
tron (MLP) layers during the review of the learned
task, as described in the previous sections. This
approach necessitates the most extended training
time as it requires updating all parameters in the
model.

Drawing on human learning experiences, where
students often review exercises related to specific
subjects before exams—refreshing their memory
on the target subject —we designed an alternative
review strategy called PRS. During the review step,
PRS updates only the last MLP layer, thus refresh-
ing the learned knowledge about the target task.
The PRS also in line with the idea in Serra et al.
(2018), which froze some neurons when learning a
new task. Specifically, during the review step, we
freeze the LM encoder, which has already been
sequentially trained with different tasks, and ini-
tialize a new MLP classifier. This classifier inte-
grates the encoder knowledge from all previously
learned tasks and optimizes it specifically for the
early learned task. In this manner, the model does
not need to update all the parameters, but only
those belonging to the MLP classifier.

In accordance with the findings of McCloskey
and Cohen (1989), models often encounter a catas-
trophic forgetting problem, resulting in a decrease
in performance on previously learned tasks after
training on a new task. Therefore, we placed partic-
ular emphasis on evaluating the performance of the
first learned tasks across different review strategies,
as presented in Table 7.

The initial analysis reveals that the PRS outper-
forms the SS in eight out of the twelve experiments,
indicating that PRS is a more effective review strat-

1st Task 2nd Task SS PRS Difference

EN-D
EN-F 59.7 67.5 13.02%
CAT-D 63.8 63.9 0.06%
EN-E 64.6 65.1 0.77%

EN-E
EN-F 40.6 40.3 -0.67%
CAT-D 43.7 43.3 -0.98%
EN-D 39.0 42.2 8.12%

EN-F
CAT-D 81.5 86.7 6.39%
EN-E 88.8 89.4 0.66%
EN-D 74.9 70.3 -6.11%

CAT-D
EN-F 47.5 59.3 24.76%
EN-D 67.8 57.5 -15.19%
EN-E 53.2 57.5 8.10%

Table 7: Comparison of review strategies.

egy for the ARI task. Notably, PRS consistently
achieves superior performance compared to SS
when the EN-D dataset is used as the first task,
regardless of the learning order. This suggests that
PRS should be the preferred choice for minimizing
the forgetting rate after training on EN-D.

Furthermore, the performance difference be-
tween the review strategies appears to vary de-
pending on the similarity of the tasks. When the
second task is more similar to the first task, the
performance difference is relatively small. For in-
stance, in the EN-D -> CAT-D task, the accuracy dif-
ference between SS and PRS is only 0.06%. How-
ever, when the tasks are more dissimilar, the per-
formance difference becomes more significant. For
example, in the CAT-D -> EN-F task, PRS achieves
a remarkable improvement of 24.76% compared to
SS. Interestingly, when the CAT-D dataset is the first
task, the difference between SS and PRS becomes
noticeably larger compared to other experiments in-
volving datasets of the same language. Additionally,
we observed significant performance fluctuations
when modifying the learning order, such as in the
EN-D -> EN-E and EN-E -> EN-D tasks, regardless
of the employed review strategy.

6. Conclusion

The study provides an inaugural examination of
robust argument mining models across varied di-
mensions, namely language and domain. Our
findings reveal notable patterns that can enhance
learning strategies by considering linguistic families
and the unique linguistic attributes of each corpus.
This research lays the foundation for subsequent
studies aimed at developing more informed learn-
ing strategies, optimizing the use of limited data,
and crafting resilient argument mining models. All
the resulting models have been publicly shared
at https://huggingface.co/raruidol, and
can be used as the starting point for addressing
argument mining tasks in new languages and/or
domains which remain as a pending analysis to be
conducted in future work.

https://huggingface.co/raruidol
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7. Appendix

7.1. Implementation Details
All the experiments reported in this paper have
been carried out under the same experimental
setup. We fine-tuned the XLM-RoBERTa language
model on the XLD-ARI collection following the
two learning strategies (i.e., ST and MaL) for 100
epochs with a learning rate of 1e-7 and a weight
decay of 0.01 until model convergence. In these
cases where the training data was significantly
larger (e.g., MaL), we extended the total number
of epochs by 100 to allow the resulting model to
converge. We used the Hugging Face4 library for
the implementation of our experiments. The per-
formance was evaluated with the macro averaged
F1 score, considering the high class imbalance
present in our data.

4https://huggingface.co/docs
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