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Abstract

Bilingual dictionaries present several challenges, especially for sign languages and oral languages, where
multimodality plays a role. We deployed and tested the first bilingual Peruvian Sign Language (LSP) - Spanish Online
Dictionary. The first feature allows the user to introduce a text and receive as a result a list of videos whose glosses
are related to the input text or Spanish word. The second feature allows the user to sign in front of the camera and
shows the five most probable Spanish translations based on the similarity between the input sign and gloss-labeled
sign videos used to train a machine learning model. These features are constructed in a design and architecture that
differentiates among the coincidence for the Spanish text searched, the sign gloss, and Spanish translation. We
explain in depth how these concepts or database columns impact the search. Similarly, we share the challenges of
deploying a real-world machine learning model for isolated sign language recognition through Amazon Web Services
(AWS).
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1. Introduction

Bilingual dictionaries are key tools for learners
when expanding their vocabulary or translating
terms. For sign languages and oral languages,
the bidirectional translation is especially more chal-
lenging due to their multimodal (visual and text)
representations. For example, before online set-
tings and up to now, the printed dictionary built by
Stokoe et al. (1976) is considered revolutionary due
to the signs listed by their handshapes instead of
their English translations (Hochgesang and Miller,
2016). In an online setting, the oral language - sign
language direction can be performed by querying a
word related to the video of a sign in a database. In
the sign language - oral language direction, the user
performs a sign in front of a camera and receives
the oral language word back. This is a perfect ap-
plication of video recognition, given that signs can
be processed as sequences of frames. Besides,
advances in machine learning for action (Asadi-
Aghbolaghi et al., 2017), movement (Cust et al.,
2019; Li et al., 2021), and gesture recognition (Ag-
garwal et al., 2023; Adaloglou et al., 2021) have
contributed to building better models for isolated
sign language recognition (Rastgoo et al., 2021).

Despite the advances in machine learning to de-
velop more sign language recognition technology,
the creation of dictionaries could still be limited by
the creation of large and varied corpora. For exam-

ple, more observations of the same sign help train
more robust video recognition models and study
of signs variations can help on more accurate and
standardized annotations. Some sign language
apps or websites function as an oral language to
sign language word bank through a text search
query or letter index vocabulary. The videos on this
kind of platforms are usually not accessible as a
corpora but as individual videos, i.e. SignASL.com
for American Sign language (ASL) 1, signbsl.com
for British Sign Language (BSL) 2 or the Auslan
Signbank Dictionary for Australian Sign Language
(Auslan) 3. Alternately, more accessible corpora
have been created by sign language researchers
and linguists (Prillwitz et al., 2008; Crasborn and
Zwitserlood, 2008). However, some seemed to
have been built mostly for linguistics analysis rather
than computational research.

This work presents lessons learned from our at-
tempt to create the first bilingual Peruvian Sign
Language - Spanish Online Dictionary (DLSP)4

highlighting Dos and Dont’s. More specifically, we
address challenges, learned insights, and share
the discussions of our interdisciplinary work in three
stages: 1) an information pipeline to preprocess
and organize the collection of videos in a database,

1www.signasl.org
2www.signbsl.com
3https://auslan.org.au/about/dictionary/
4https://diccionariolsp.pucp.edu.pe/
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and to feed the training for the machine learning
models, 2) the deployment of the machine learning
model in AWS SageMaker, and 3) the interface and
setting of the video camera input for the search by
text and sign. Our team consisted of linguists, a
Peruvian Deaf consultant, an Peruvian Sign Lan-
guage (LSP) interpreter, and machine learning re-
searchers. The videos were all performed by mem-
bers of the Peruvian Deaf community, which cur-
rently has minimal access to education and infor-
mation (León Pacheco and León Pacheco, 2019).

2. Related work

Bilingual sign language-oral language dictionaries
are still very limited, especially for end users. The
work of Moryossef (2023) presents bi-directional
continuous translation between sign languages and
spoken languages 5 based on sign writing datasets.
However, this might not be a finalized platform for
end users and does not provide instructions in sign
language. There are two works closest to ours in
the sign language - oral language direction that
has just been published. They incorporate a more
user-centric approach and have coincided in pro-
viding sign language instructions and videos of the
possible results so the user can verify the transla-
tion. The first is the French Belgian Sign Language
- French dictionary 6, a work by Fink et al. (2023),
where the users are guided to locate their face and
hands so they can produce a video of a sign that
will be translated into French. This website allows
recognition of 700 signs with a Top-10 accuracy
of 83%. The second one (Boháček and Hassan,
2023) presents the initial design of a sign language
dictionary system (ASL-English), and user percep-
tion results regarding the use of the dictionary and
system performance. Additionally to allow the user
signing in front of the camera in real time, they allow
users to upload their pre-recorded videos. Their
underlying sign recognition model is SPOTER (Bo-
háček and Hrúz, 2022), a work that present state
of the art for WLASL100 AND WLASL300 where
the numbers represent the number of classes or
signs addressed. Their final platform was trained
on a subset of WLASL2000, another subset of the
dataset released by Li et al. (2020). Our work pro-
vides explicit lessons for more bilingual dictionary
development and paves the way for the design of
the database and architecture to support it. We will
share our dataset under research request.

5https://research.sign.mt/
6https://dico.corpus-lsfb.be/

3. Information Pipeline and Database

We describe the available recorded videos, how
we annotate them by sign and utterances, and how
we use a pipeline to process videos and prepare
them for different machine learning, databases, and
application tasks (Bejarano et al., 2022).

3.1. Video Recording and Annotation
From the original corpora creation (Rodriguez-
Mondoñedo et al., 2023)7, isolated signs from
24 previous stories were selected and shown to
four Deaf participants. Then, they were requested
to provide related signs, making a total of 144
signs. In addition, the participants were asked to
elaborate a sentence using each of the 144 signs.
Over that new dataset, we asked Deaf consultants,
CODAs, an interpreter, and linguists to translate
and annotate the sign language sentences and
isolated signs using ELAN (Wittenburg et al.,
2006), a software for video annotation. After a
revision to identify unique glosses, we generated
up to 517 total items for the dictionary, even when
they were not individually elicited from the Deaf
participants. The new segmented videos added to
the number of samples needed to train the model
for the search by sign.

Lesson 1 Request meaning: as in many other
languages’ translation, a Spanish word can be re-
lated to several different signs, and different Span-
ish words can be associated with the same sign.
For that reason, although the elicitation of sen-
tences should be spontaneous, we suggest having
additional time to clarify terms and meanings with
the participants.

gloss spanish
word(s)

web sign name

ABRIR-CAJON abrir Abrir (cajón)
ABRIR-CORTINA abrir Abrir (cortina)
ABRIR-PUERTA abrir Abrir (puerta)
ABRIR-VENTANA abrir Abrir (ventana)

Table 1: Three fields: "gloss", "Spanish word(s),
"web sign name", which describe our database
signs

3.2. Pipeline and Database
The search by text and by sign are features that
share a common database where each entry rep-
resents a LSP sign with three fields or columns,
as shown in Table 1: a) gloss to name a unique
sign defined by their hand shape, location, move-
ment, orientation, and other latent features, b) the

7https://hdl.handle.net/20.500.12534/JU4OLG
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Figure 1: Showcasing the web sign names as en-
tries of the LSP signs that have their Spanish words
internally matching exactly the input text abrir

Spanish word(s), to which the input text will be
compared in the search by text and c) the web sign
name, which is the text to show once the input text
(in the search by text) or the gloss (in the search
by sign) have matched to, as shown in Figure 1.
For example, if a user searches for the input text
or word "abrir" (to open), the platform will match it
with three different signs that refer to the action of
opening different objects and whose translations
or web sign names are:

• abrir (cajón): to open the drawer.
• abrir (cortina): to open a curtain.
• abrir (puerta): to open a door.
• abrir (ventana): to open a window.

Besides these three fields, our database includes
the path to a video of the sign to be shown as a

result of the search queries. Given the additional
number of samples generated by the annotation of
the sentences, as explained in 3.1, one same sign
had several video examples. The video selected
to represent one sign is selected randomly from all
these samples.

In Appendix A, we include a diagram of the
pipeline that processes the data and stores it
in AWS. To streamline our text search service
deployment, we adopted the Serverless Frame-
work, which simplified the process of setting up
serverless applications on AWS. This approach
enabled us to define AWS Lambda functions, Dy-
namoDB tables, and API endpoints within an AWS
CloudFormation template, thereby facilitating the
organized deployment and effective management
of AWS resources required for the functionality of
this service. Our implementation was guided by
examples found within the Serverless Framework’s
documentation8.

Lesson 2 Select what to match: as for now,
the match between the input text and the Spanish
word(s) field in the database is exact. Making the
match more flexible by allowing queries of more
than one word match at least one of the words in
the Spanish word(s) field could provide another set
of results.

Lesson 3 Select video to show as search re-
sult entry : while selecting a random video of the
sign samples makes the overall process more effi-
cient and standardized for all the signs, this video
might not be the best representation of the sign.
In case the sign was originally elicited, the corre-
sponding video will be shown as a result in the
searches instead of any other entry or video sam-
ple generated by the rest of the annotations.

4. Deployment of ML model in the
cloud

We utilized the SPOTER SRL architectures model
(Boháček and Hrúz, 2022) that receives a skele-
ton or set of keypoint landmarks as input data. It
modifies a transformer model removing the self-
attentional module from the decoder for efficiency.
Additionally, the decoder is fed by a query class that
enables the last layer to perform the classification
tasks of sign language recognition. We reduced
its number of parameters to work with our dataset
of 38 classes which was splited in 80% for train-
ing and 20% for validation. Although our validation
results obtained 66.19% for Top-1 and 89.52% for
Top-5, at the production setting, we obtained close
to 22% for Top-1 and 50% for Top-5. Where Top-1
and Top-5 represent that the sign is the most prob-

8https://github.com/serverless/examples
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able or five of the most probable predicted signs
matches the real sign.

Initially, we tried setting up the Inference model
service on AWS SageMaker with a custom config-
uration, which involved preparing the computing
environment and building the service from scratch.
However, it became time-consuming due to tech-
nical complexities, particularly in managing library
and program dependencies. To simplify, we used
Python PIP directly for dependency installation, In-
stead of through a conda environment, which al-
lowed us to utilize AWS SageMaker’s automatic
configuration. Besides, it reduced the "cold start"
time, the duration needed for the service to initialize
and start serving. This is key in a serverless ap-
proach, which used the dynamic service manager
of AWS that adjusts resources as needed.

To enhance service security, we opted for using
an AWS Lambda as an intermediary service po-
sitioned between the website and the translation
service. This allows us to modify internal settings
without exposing them on the website, and it also
facilitate the testing of the core service.

Finally, we developed a deployment script using
the AWS SDK for Python, facilitating model deploy-
ment and service activation online. Appendix A
contains the interaction of the AWS components
used in our architecture.

Lesson 4 Keep architecture simple: Navigat-
ing the learning curve of AWS services can be chal-
lenging at the beginning. However, the abundance
of resources in AWS documentation and the ac-
tive AWS community online facilitate the learning
process for the project’s specific needs.

Lesson 5 Enhance Security : Security to safe-
guard against potential cyber-attacks and ensure
service capacity when it reaches its limits is vital
in developing a website. We use AWS Sagemaker
to configure uninterrupted service through the au-
toscaling functionality and AWS Lambda interme-
diary service to ensure continuity during updates
and provide protection against attacks.

5. Interface and Video Settings

In the search by test functionality, the user inputs a
text, which is then compared exactly with the col-
umn Spanish Word(s) in the database. If matches
with more than one entry, all of their web names
and respective videos and sentence examples, are
listed as the result. Figure 1 shows the searched
text and the web names along with the result of
videos and example sentences of each sign related
to the searched word.

When searching by a sign, the results to show
are the web names of the list of glosses that repre-
sent the classes or signs more probable to match

the sign in terms of video representation. As this
process could involve more steps, we explain it in
the following subsections.

5.1. Instructions in Peruvian Sign
Language

The written instructions in Spanish were translated
into LSP by a Deaf consultant and shown in the
video. The instructions contained all the steps
since when the user is located in front of the
camera, waits for the start of the recording to
finally list the results or video entries. We found
two main challenges in this stage. The first one is
that the signed version of the instructions seemed
longer than the written version of it. This might
have been due to the fact that the Deaf consultant
needed to explain much more background about
the web page and the technology it involves, and
not only focus on the start and end of time to
perform the sign. The second challenge was the
Peruvian Deaf community’s unfamiliarity with the
data and artificial intelligence concepts, making it
challenging to convey the idea of Top-5, explained
in section 5.3, which was often misunderstood to
include the correct sign.

Lesson 6 Retranslation and additional edi-
tion: Ideally, Deaf researchers and programmers
can validate the signed instructions. If a platform
is developed by hearing personnel, the signed in-
structions should be interpreted back to an oral
language. With this measure, the correctness of
the translation can be verified. Alternatively, testing
instructions with deaf participants, interpreters, or
main stakeholders is recommended. Enhancing
the video to show interface sections highlighted
and click locations can also be beneficial.

Lesson 7 Disseminate about the technical
solution: Meet with a group of deaf users to talk
about how this technology works inside. This chal-
lenge made us think about the need to explain AI
concepts, data, probability, and privacy in sign lan-
guage technology to the Peruvian Deaf community.

5.2. Live Camera
For a sign to be recognized, users must be properly
located. More specifically, their locations should be
similar to the ones in the videos used for training
the AI model. For this reason, we show a set of
template key landmarks of a face and a pair of
hands to suggest the location and distance from
the camera, as shown in Figure 4. The current
location of a user is calculated through the user
pose estimated by the MediaPipe javascript library
from Google Research embedded in the website.
Verifying a correct location involves simulating an
exact match of the user pose and the template of
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landmarks. We ensure that the position of the users’
eyes is at least within the area of small invisible
rectangles surrounding the midpoint between the
eyes in the template. Besides, we verify that the
users’ palms are within the area of small invisible
rectangles surrounding the template’s palms.

Figure 2: Pose template that guides the user to
locate in front of the camera

After a correct position is verified, our platform
shows a regressive counter to notify the user when
the recording starts. Then, the continuous pose
estimations of the movements of the sign are ob-
tained again from the MediaPipe library. However,
the pose estimation is a model that consumes sig-
nificant time to generate real-time results on the
website. Therefore, some frames are transmitted
without pose estimation and ignored from the in-
put sequence for the inference model, resulting in
smaller frames per second than the videos used in
the training stage of the model.

Our tests reunite a group of deaf potential users
in a computer lab. They were driven to use the
search by text and the search by sign. When
performing their signs, each of the computer
cameras recorded not only the person in front of it
but the rest of the persons behind them. This may
cause discrepancies between training videos and
participants’ streams in the real world.

Lesson 8 Ensure Similar Stream Frequency :
To the best of our knowledge, not all the streamed
frames will be processed by MediaPipe, given that
some of them will be lost while waiting for the re-
sults or previous frames. We are trying to imple-
ment a buffer or option that allows us to process
all of them. We want to highlight the importance
of comparing the distribution of the video’s length
due to the streaming process rate or the camera
frame. In that way, the sequences of frames pro-
duced on the website are similar to the videos used

for training.
Lesson 9 Ensure Similar Video distribution:

It could be possible that the MediaPipe model had
combined the body structure of more than one per-
son in one video streaming. Besides, the noisy
backgrounds are something to consider when train-
ing machine learning models. In our case, the ma-
chine learning model was trained on video signs
with white backgrounds only. In general, when
training the machine learning models, the video
samples should be modified or simulated as much
as possible videos coming from the real platform
interface.

5.3. Top-5 Results

Besides, when presenting the results of the
search by sign, our tool links each of the five
most probable classes or gloss predictions to their
respective sign video. This is similar to the search
by text, but the difference is that the search is
performed by the gloss names or classes found
matching the input sign. A unique result or top-1
has a lower probability of showing the correct
result and, therefore a lower performance.

Lesson 10 Include videos of the possible re-
sults: Even when the users are warned that the
search by sign does not provide the correct result
100% of the times, they can verify the result by
watching the video corresponding to each sign.

6. Conclusions

We have presented lessons learned during our work
on building the first bilingual Peruvian Sign Lan-
guage - Spanish Dictionary. We explain the two
main functionalities of this dictionary: the search
by text, where the input is a text and the results
are a list of videos and their respective web names,
and the search by sign, where the input is a sign
performed in front of a camera and the results are
the top-5 most probable glosses of the signs simi-
lar to the input sign. We have highlighted lessons
learned about the creation and processing of the
dataset, the deployment of the machine learning
model as a cloud service, and the interface and
camera settings.
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Figure 3: Video segmentation and gloss processing for storage in a database in AWS

Figure 4: Platform components interaction: website, text-based search and sign-based search


	Introduction
	Related work
	Information Pipeline and Database
	Video Recording and Annotation
	Pipeline and Database

	Deployment of ML model in the cloud
	Interface and Video Settings
	Instructions in Peruvian Sign Language
	Live Camera
	Top-5 Results

	Conclusions
	Acknowledgements
	Ethical considerations
	Bibliographical References
	Language Resource References
	Appendix: Diagrams for Pipeline Process and AWS components

