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#### Abstract

It is well known that left conjuncts tend to be shorter in English coordinate structures. On the basis of Penn Treebank, Przepiórkowski and Woźniak (2023) show that this tendency depends on the difference between lengths of conjuncts: the larger the difference, the stronger the tendency for the shorter conjunct to occur on the left. However, this dynamics is observed only when the governor of the coordinate structure is on the left of the coordination (e.g., Bring apples and oranges!) or when it is absent (e.g., Come and sing!), and not when it is on the right (e.g., Apples and oranges fell). Given the principle of Dependency Length Minimization, this turns out to provide an argument for the symmetric structure of coordination. We replicate and sharpen this result on the basis of a much larger dataset: parts of the COCA corpus parsed with Stanza. We also investigate the dependence of this result on the assumed unit of length (word vs. character) and on genre.
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## 1. Introduction

Since the beginning of the replication crisis in early 2000s (loannidis, 2005), there has been a growing recognition of the importance of replication studies. Also within linguistics, a steadily increasing number of researchers put emphasis on repeated testing of claims, rather than just on producing novel claims (Sönning and Werner, 2021).

The aim of this paper is to report on a replication of a novel result reported in a recent ACL paper (Przepiórkowski and Woźniak, 2023), namely, that the dynamics of conjunct lengths in English coordinations provides a linguistic argument for certain views on the structure of coordination (e.g., that utilized in Prague Dependency Treebanks) and against others (e.g., that used in basic Universal Dependencies). Such replication is important, as this claim, if confirmed, is bound to have impact on theoretical linguistics: it provides an argument against some popular generative analyses of coordination (e.g., Munn 1993 and Zhang 2009) and for others (e.g., Neeleman et al. 2023). Based on a much larger and more varied dataset, we do not only confirm and sharpen this claim, but also discover a certain subtlety related to how textual lengths are measured (in words or in characters).

We start in §2 by presenting the claim and reasoning in Przepiórkowski and Woźniak 2023 (PW23, henceforth), then in §3 we describe how our dataset (parts of COCA parsed with Stanza) differs from theirs (manually annotated PTB). In §4 we present basic statistical results, discuss why the results of logistic regression modelling, as
utilized in PW23, are misleading, and in §5 we present a more detailed analysis of the findings, which confirms PW23's argument for symmetric coordinations. §6 evaluates the dataset on which these results are based and points out limitations of the current study, while $\S 7$ concludes.

## 2. Przepiórkowski and Woźniak 2023

### 2.1. Empirical Findings

PW23's empirical findings are based on $\mathrm{PTB}_{\&}$, a version of the Penn Treebank (PTB; Marcus et al. 1993) made available by Ficler and Goldberg (2016) and containing various corrections and more explicit representations of coordinate structures. PW23 extract 21,825 binary coordinations from $\mathrm{PTB}_{\&}$ and investigate how the proportion of coordinations with the left conjunct shorter than the right conjunct (with respect to all coordinations with unequal lengths of the two conjuncts) changes with the absolute difference between the two lengths, depending on the presence and position of the governor. Their findings are summarized in Figure 1, which presents the result of fitting logistic models to the $\mathrm{PTB}_{\&}$ data.

Whether length is measured in words (see the first column in Figure 1) or in characters (see the second column), when the governor is on the left of the coordinate structure, as in Bring apples and oranges! (where bring is the governor of the coordinate structure apples and oranges), the proportion of coordinations with the left conjunct shorter grows with the absolute difference of lengths (see


Figure 1: Modelled proportions of coordinations in $\mathrm{PTB}_{\&}$ with left conjuncts shorter, depending on the absolute difference of conjunct lengths, with confidence bands (Przepiórkowski and Woźniak, 2023).
the first row). For example, if the two conjuncts are red apples ( 2 words, 10 characters including spaces) and very large oranges (3 words, 18 characters), red apples is more likely to be realized as the first conjunct (i.e., as in red apples and very large oranges rather than as in very large oranges and red apples), but when the second conjunct is even longer, e.g., those very large ripe oranges (5 words, 29 characters), the likelihood that red apples will be the left conjunct is even greater. The likelihood of the shorter conjunct being on the left grows similarly when there is no governor, as in Come and sing! (see the second row). In all four plots, the slopes of the curves are significantly positive ( $p \ll 0.001$ ). However, and this is the crucial new observation of PW23, this effect disappears when the governor is on the right, as in Apples and oranges fell (see the third row). Here, when the length is counted in words, the slope is insignificantly negative, and when it is counted in characters, it is insignificantly positive.

### 2.2. Argument

PW23 consider 4 dependency approaches to coordination, two asymmetric (which they call Stanford and Moscow) and two symmetric (Prague and London). We illustrate their argument on 2 of those: the asymmetric Stanford approach utilized in Universal Dependencies (UD; https://universaldependencies.org/; Nivre et al. 2016; de Marneffe et al. 2021; Zeman et al. 2022), and the symmetric approach utilized in Prague Dependency Treebanks (https://ufal.mff.cuni.cz/ prague-dependency-treebank; Hajič et al. 2006). ${ }^{1}$ These 2 approaches are schematically presented in (1)-(2), where the governor is marked as $\odot$, tokens within the coordination as $\square$, and tokens within each conjunct are grouped.
(1) Stanford ("bouquet", used in UD):

(2) Prague (conjunction-headed):


PW23 argue that, given the principle of Dependency Length Minimization (DLM), only symmetric approaches, such as Prague (or London), are compatible with the empirical findings in Figure 1, while asymmetric approaches, such as Stanford (or Moscow), are not. DLM is the robustly demonstrated tendency for speakers to produce structures with maximally local dependencies, i.e., structures that minimize aggregate dependency lengths; see, e.g., Futrell et al. 2020 and references therein. For example, in a binary coordination with the governor on the left, DLM predicts that there should be a tendency for the shorter conjunct to be on the left, whether one assumes an asymmetric or a symmetric approach. If one assumes the asymmetric Stanford approach, placing the shorter conjunct on the left will minimize the aggregate dependency length by the difference of conjunct lengths, as illustrated in (3a-b). Assuming the symmetric Prague approach, the gain is even greater: it is twice the absolute difference between conjunct lengths - see (4a-b). ${ }^{2}$ Both approaches also predict the same tendency when there is no governor - see (3c-d) and ( $4 \mathrm{c}-\mathrm{d}$ ). In both cases the gain is the same: the absolute length difference between the two conjuncts. So

[^0]far, both approaches seem to be roughly compatible with Figure 1.
However, the predictions of the two approaches differ when the governor is on the right. On the Stanford approach, the aggregate dependency length is still minimized when the left conjunct is shorter - see (3e-f). Hence, the third row in Figure 1 should not differ considerably from the first two, contrary to fact. On the other hand, on the Prague approach, the aggregate dependency length does not depend on which conjunct is on the left - see (4e-f). This is compatible with the third row of Figure 1. By extending this reasoning to the Moscow and London approaches, and by considering DLM both at the level of use and at the level of grammaticalized conventions (see §5), PW23 argue that generally only symmetric approaches are compatible with the empirical observations.

## (3) Stanford:

a.

b.

c.

d.

e.

f.

(4) Prague:
a.

b.

c.

d.

f.


### 2.3. Limitations

Among the limitations of PW23, the one that we address here is that it is based on a relatively small
and stylistically limited dataset, namely, on 21,825 coordinations extracted from $\mathrm{PTB}_{\alpha}$, i.e., from a single newspaper (Wall Street Journal). Moreover, out of these 21,825 coordinations, only 4,719 have the governor on the right, of which only 1,754 have different lengths of conjuncts (in words). Further, only 405 of these 1,754 have absolute length difference greater than 3; e.g., there are only 34 such coordinations for the length difference of 7 and only 4 for the length difference of 15 . Proportions calculated on the basis of such small samples would be highly unreliable. For this reason, PW23 grouped all observations of length differences greater than 3 words into only two further buckets (apart from the three buckets for the differences 1,2 , and 3 ): one for differences from 4 to 6 , and the other for differences from 7 to 25 (and similarly for characters) - see the black boxes indicating these 5 buckets at the bottom of each plot in Figure 1. However, the resulting data is still scarce, as evidenced by wide confidence bands when the governor is on the right (see the third row of Figure 1): in this case, it is not clear whether the actual slope is positive, zero, or negative.

## 3. COCA Parsed with Stanza

In this replication study, instead of using a highquality but small dataset, as in PW23, we used a large but low-quality dataset, namely, large parts of the Corpus of Contemporary American English (COCA; Davies 2008-2023) ${ }^{3}$ automatically parsed with Stanza (Qi et al., 2020). ${ }^{4}$ We parsed texts from 6 genres: newspapers, magazines, academic, fiction, blogs, and other web pages; for each genre, we included all texts from 17 years (1990, 1992, ..., 2018, as well as 2001 and 2011) or - in the case of blogs and web texts, which have no date indication - 17 batches (numbered $02,04, \ldots, 34$ ) of sizes slightly smaller than those yearly batches. The sizes of the data after cleaning (mainly removing bits with @ characters inserted by corpus distributors) are as follows:

| genre | sentences | words |
| :--- | ---: | ---: |
| news | $3,631,442$ | $64,336,215$ |
| mag | $3,758,381$ | $66,715,341$ |
| acad | $2,907,094$ | $62,278,715$ |
| fic | $4,973,112$ | $67,487,228$ |
| blog | $3,204,837$ | $58,608,822$ |
| web | $3,296,553$ | $60,997,250$ |
| total | $21,771,419$ | $380,423,571$ |

From dependency trees produced by Stanza, we extracted information about 11,502,053 coordinations, including coordinations with more than

[^1]two conjuncts (in such cases, we took into account lengths of the first and the last conjunct). ${ }^{5}$

To this end, all texts were first split into sentences with Trankit (Nguyen et al., 2021), ${ }^{6}$ as it seems more reliable than Stanza in this respect, then parsed with Stanza, using the following processors in the pipeline: tokenize (with sentence segmentation disabled), lemma, pos, depparse, ner.

Stanza returns a dependency tree of a sentence that is supposed to follow Universal Dependencies, although sometimes the resulting tree violates various UD conventions (e.g., it may contain conj dependencies directed to the left). Coordinations were identified in these trees by looking for relations labelled conj. An attempt was made to minimize the number of incorrectly parsed coordinations by detecting and excluding conj edges directed to the left or attached to punctuation marks.

As some UD representations of coordination are ambiguous between flat and nested coordinations (see Przepiórkowski and Patejuk 2019), an attempt was also made to disambiguate such representations: if there were two different conjunctions in one apparent coordination, this coordination was treated as containing a nested coordination, otherwise it was treated as a single flat coordination. For example, in sentence (5), whose partial structure produced by Stanza is given in (6), litigation has 3 outgoing conj dependencies: to confrontation, to power, and to understanding. This representation is in principle ambiguous between a flat coordination with 4 conjuncts and various nested coordinations. However, as one of the conjuncts, power, has the conjunction or attached to it, and another, understanding, has a different conjunction, and, nested coordinations are detected here: a binary and-coordination with a nested ternary or-coordination (see the brackets in (5)).
(5) It leaves the sense that all disputes must be settled [[by [litigation, confrontation, or raw power]], and [never by reasoned understanding that may lead to honorable compromise or even enlightenment]].


Once coordinations were identified, the next step was to identify the exact extents of the first

[^2]and last conjuncts (crucial for counting and comparing conjunct lengths). For example, there is a case dependency from litigation to by in (6), suggesting that the first conjunct in the or-coordination is by litigation ( 2 words, 13 characters), while in reality by is a shared dependent of all 3 conjuncts, so the first separate conjunct is actually litigation alone ( 1 word, 10 characters). Hence, the following heuristics were employed for extracting first conjuncts. ${ }^{7}$ First, all dependents directly to the right of the conjunct head were considered private to that conjunct, and similarly for compound dependents to the left. However, if a dependency to the left of the head had any other label, it was checked whether any other conjuncts had a dependency with the same label. If so, these dependencies were considered private to the particular conjuncts; e.g., if two or more conjuncts had an nsubj dependency, this was treated as coordination of clauses. On the other hand, if only the first conjunct had a given dependency type, it was treated as shared by all conjuncts; e.g., if this shared dependency was nsubj, this was treated as coordination of subsentential constituents (verb phrases). According to these heuristics, the leftwards case dependency of litigation is taken to be shared by all 3 conjuncts of the or-coordination, as none of the other 2 conjuncts of this coordinate structure has the same dependency type. On the other hand, understanding, the head of the last conjunct of the and-coordination, also has a case dependency, so it is taken to be private to the first conjunct in the and-coordination (cf. the brackets in bold in (5)).

After identifying all private dependencies belonging to the heads of conjuncts, all of the dependencies of those dependencies were identified recursively in order to find complete conjuncts. Then some punctuation marks were removed from the beginning of the conjuncts - commas, colons, semi-colons, dashes and double dashes. Finally, the text of each conjunct was found by taking the fragment of the sentence from the starting character of the first token in the conjunct to the ending character of the last token of the conjunct.

## 4. Results

For the statistics based on lengths measured in words, we took into consideration coordinations with absolute length differences between the first and the last conjunct in the range of 1 to 15 words; for lengths measured in characters, we inspected differences in the range of 1 to 60 characters. ${ }^{8}$ In

[^3]Governor on the LEFT (length in WORDS)


O governor (length in WORDS)


Governor on the RIGHT (length in WORDS)

absolute difference in words

Governor on the LEFT (length in CHARACTERS)


NO governor (length in CHARACTERS)

absolute difference in characters
Governor on the RIGHT (length in CHARACTERS)


Figure 2: Modelled proportions of coordinations in COCA with left conjuncts shorter, depending on the absolute difference of conjunct lengths, with (extremely thin) confidence bands.
these ranges, there were between around 1000 and over 310,000 observations for each combination of governor position (left, absent, right) $\times$ length difference (1-15 words / 1-60 characters). For example, there were 1790 coordinations with the governor on the right and the length difference of exactly 15 words. In 1299 the first conjunct was shorter than the last and in 491 the last conjunct was shorter than the first, resulting in the likelihood of the first conjunct being shorter when the governor is on the right and the difference is 15 words equal to $1299 /(1299+491) \approx 0.726$.

Figure 2 summarizes our results in a way analogous to how Figure 1 summarizes PW23, i.e., via logistic regression. The first two rows are analogous to those in Figure 1 and are compatible with both symmetric and asymmetric approaches. However, the third row, corresponding to the governor on the right, differs considerably from the third row of Figure 1: both slopes are highly significantly
similar to those for lengths measured in words and characters, so we do not report them here.


Figure 3: Observed and loess-smoothed proportions of coordinations in COCA with left conjuncts shorter, depending on the absolute difference of conjunct lengths.
positive and, moreover, when length difference is measured in characters, the slope $\left(2.89 \times 10^{-2}\right)$ is much steeper than when the governor is absent $\left(1.09 \times 10^{-2}\right)$. This result seems incompatible with symmetric theories of coordination and, thus, it seems to contradict PW23's findings.

However, a more detailed examination of the data shows that (linear) logistic regression models are not immediately appropriate for the data at hand. This is made conspicuous in Figure 3, which presents the observed proportions of shorter left conjuncts independently for each combination of governor position (L: left, see red circles; 0: absent, green triangles; R: right, blue squares) $\times$ length difference ( $1-15$ words / 1-60 characters). Recall that for each such combination there is a sufficient number of observations (usually many thousands) to reliably calculate such proportions.

As can be seen in Figure 3, the proportion of shorter left conjuncts grows monotonically with length difference measured in words (the upper plot) when the governor is on the left or absent, and similarly for length difference measured in characters (the lower plot). However, when the governor is on the right, the proportion of shorter left conjuncts increases initially, up to 4 words or 20 characters, but then it plateaus and eventually decreases. This initial increase is especially pro-
nounced when lengths are measured in characters, and it is responsible for the surprisingly steep slope in the corresponding plot in Figure 2. When this initial growth is discarded, the results of logistic regression - presented in Figure 4 - are similar to PW23's results in Figure 1. However, while Figure 1 does not make it clear whether the actual slopes are negative, zero, or positive when the governor is on the right (recall the wide confidence bands), here the slopes are very significantly negative ( $p<0.01$ ), especially when length is measured in words ( $p \ll 0.001$ ).

left or absent, but not when it is on the right, is incompatible with asymmetric theories of coordination: such theories predict that all slopes should be significantly positive regardless of the position of the governor. On the other hand, the Prague symmetric representation predicts that, when the governor is on the right, the slope should be close to zero, as the aggregate dependency length does not depend on which conjunct is shorter (recall $(4 \mathrm{e}-\mathrm{f})$ ). This prediction is compatible with the findings of PW23 (see again the bottom row of Figure 1), but it is not immediately compatible with the empirical findings of the current study, which show that the relevant slopes are significantly negative (disregarding the initial growth; see again the bottom row of Figure 4).

It turns out that these empirical observations are more directly compatible with another symmetric approach, which PW23 dub London, assumed in Word Grammar (Hudson, 1984); see (7).

## (7) London (multi-headed):



On this approach, shorter first conjuncts are still preferred when the governor is on the left (see (8ab)), but shorter last conjuncts are preferred when it is on the right - the more so, the larger the length difference (see (8e-f)). This corresponds well to the empirical observations summarized in the top and bottom rows of Figure 4.
(8) London:
a.

b.

c.

d.

e.

f.


However, the London approach is not immediately compatible with the behaviour of coordinations with no governor, as it seems to predict no preference as to the placement of the shorter conjunct (see the multi-rooted ( $8 \mathrm{c}-\mathrm{d}$ )). That is, it seems that on this approach the middle row of Figure 4 should contain roughly flat lines, instead of
lines with highly significantly positive slope.
PW23 claim that their empirical findings, which also demonstrate the growing tendency for shorter conjuncts to occur on the left when there is no governor (see the middle row of Figure 1), can be made compatible with the London approach on the assumption, defended for example in Hawkins 1994 and Futrell et al. 2020, that DLM may work both at the level of use (as assumed above) and at the level of grammar. They illustrate DLM at the level of grammar with verbal constructions involving NP and PP dependents: ${ }^{9}$ "when an NP... and a PP are both dependents of a verb V, the [V NP PP] order incurs shorter dependency lengths than the [V PP NP] order on average, given that NPs are on average shorter than PPs. Hawkins (1994, 90) argues that this tendency is conventionalized: present in grammar, not in use. The reason for this claim is that there is a strong preference for this order not only when the NP is shorter than the PP, but also when they are of similar lengths (e.g., I sold [my mother's ring] [for five dollars] vs. I sold [for five dollars] [my mother's ring]). However, this convention may be overridden in use, when length differences become large (e.g., I sold [for five dollars] [my mother's silver engagement ring that she got from my father] is more natural), again in compliance with DLM."

PW23 hypothesize that such a conventionalized rule is also at play in coordinations: given that in most coordinate structures the governor is on the left, ${ }^{10}$ the at-use tendency for left conjuncts to be shorter, present in the majority of coordinations, got conventionalized into an at-grammar tendency for left conjuncts to be shorter in coordinations in general. If so, this at-grammar pressure could explain the growing proportions of shorter left conjuncts when there is no governor, even though there is no at-use incentive for left conjuncts to be shorter. Moreover, this could also explain why the growth is even more dynamic when the governor is on the left (then the slope is $6.02 \times 10^{-2}$ if length is measured in words, vs. $4.58 \times 10^{-2}$ when there is no governor, and similarly if it is measured in characters), as then both at-grammar and at-use pressures are at play and converge. Finally, in the case of governor on the right, proportions of shorter left conjuncts diminish with length difference, as the atuse working of DLM, which requires the last conjunct to be shorter, trumps the conventionalized rule, which would prefer the first conjunct to be shorter. This is fully analogous to how I sold [for five dollars] [my mother's silver engagement ring

[^4]that she got from my father], which satisfies the atuse preference for the shorter PP dependent to be closer to the head V , is more natural despite violating the at-grammar convention that the [V NP PP] order is preferred to [V PP NP].

To summarize, the significantly negative slopes witnessed in the bottom row of Figure 4 are dramatically at odds with asymmetric approaches to coordination, which instead predict a significantly positive slope, somewhat at odds with the symmetric Prague approach, which predicts a roughly horizontal line, but they are compatible with the symmetric London approach, which, however, requires invoking the general grammaticalized convention that - other things being equal - shorter conjuncts are preferred to be realized as initial conjuncts. This way the current study sharpens the results of PW23: it not only confirms their argument against asymmetric approaches to coordination, but also favours one symmetric approach (London) over another (Prague).

Let us finally return to the issue of the initial growth of proportions of shorter left conjuncts when the governor is on the right (see again Figure 3). One initially plausible explanation could be based on the common assumption that at-use DLM reflects imperfect working memory: syntactic dependencies are minimized as, over time, the memory of specific words used fades. This in turn makes it more difficult to integrate into syntactic structure new words bearing syntactic relations to such distant words (see, e.g., Futrell and Levy 2017). Arguably, when the length difference between conjuncts is very small, this working memory effect is not visible, so the at-grammar convention of placing shorter conjuncts first wins, even when the governor is on the right. However, as the length difference becomes greater, the at-use DLM pressure becomes more pronounced, winning over the at-grammar convention.

Unfortunately, this explanation is unlikely to be correct. If it were correct, the initial growth in coordinations with no governor, where the at-grammar convention is not counterbalanced by the at-use pressure, should be even stronger, contrary to fact; see, especially, the bottom plot in Figure 3.

The fact that a strong initial growth is observed in both cases where there is a governor (on the left or on the right), but not when there is no governor, suggests another explanation. As noted in PW23, coordinate structures without a governor are categorially relatively homogeneous: almost all are coordinations of (often long) clauses and (often longish) verb phrases. By contrast, over $60 \%$ of coordinations with a governor are coordinations of nominal constituents and - when the governor is on the right - further $15 \%$ are coordinations of adjectival constituents. Such coordinations are often
relatively short, e.g., salt and pepper, first and foremost, etc. Coordinations of short constituents of these kinds, so-called binomials, have been extensively studied and it has been demonstrated that constituent length is one of the most important factors influencing the ordering of conjuncts (see, e.g., Benor and Levy 2006, Lohmann 2014, and references therein). ${ }^{11}$ In the case of such short constituents, it is unlikely that the strong preference for shorter left conjuncts is caused by memory limitations; it is more likely that such a preference is yet another grammaticalized convention, applicable to short coordinations, with relatively small length differences. If so, this convention may be responsible for the initial dynamic growth of proportions of shorter left conjuncts in coordinations with a governor (on the left or on the right). As this convention applies only to short conjuncts, with small length differences, its effect vanishes around the difference of 10-20 characters (or 3-4 words), and only the memory-driven at-use DLM is operational for greater length differences, resulting in flatter but still significantly positive slope in the case of coordinations with the governor on the left and in significantly negative scope when the governor is on the right, as predicted by the symmetrical London representation of coordinate structures. (We leave an empirical verification of this hypothesis for future work.)

## 6. Evaluation and Limitations

The current study overcomes 2 limitations of PW23, namely, the scarcity of data and lack of genre variation: it is based on over 11.5 million coordinations (as opposed to less than 22 thousand in PW23) and on 6 genres (as opposed to a single newspaper in PW23); a more detailed analysis of particular genres is presented in Appendix A. On the other hand, this study shares with PW23 another limitation that should be addressed in subsequent studies: being based solely on English.

An important limitation specific to the current study is that the results reported above are derived from a dataset that is based on automatic -error-prone - parsing of COCA and extraction of coordinations from the resulting parses. There is no reason to believe that the differences in how proportions of shorter left conjuncts change with length differences and the presence and position of the governor reflect systematic errors in these two procedures; the null hypothesis is that the parser makes errors whether the governor is on the left, absent, or on the right, and that perhaps

[^5]it makes more errors in the case of larger length differences (which are positively correlated with longer coordinations involving more complex conjuncts). What we do not expect is that the parser errs in such a way that the proportions of shorter left conjuncts seem to be decreasing, while in reality they are increasing, and that such errors only distort the statistics when the governor is on the right, and not when it is on the left or absent. However, we cannot - with absolute confidence - rule out such an effect, so we performed an evaluation allowing us to estimate the quality of the dataset.

From the over 11.5 million automatically parsed and extracted coordinations, 15 coordinations were chosen at random for each of the 3 values of governor position (left, absent, right) and for each of 20 values of length difference in words (from 1 to 20), resulting in $15 \times 3=45$ coordinations for each length difference, $45 \times 20=900$ coordinations altogether. Two raters evaluated each extracted coordination, marking it as "good" when 1) both extracted conjuncts are the first and last conjuncts in a coordination occurring in the pragmatically most likely - not just any - parse of the given sentence, and 2) the automatically established position of the governor is as in this most likely parse; the statistics reported above crucially rely on exactly these data. Out of 900 coordinations, the raters initially provided the same ratings to 739, resulting in substantial agreement ( $\kappa=0.64$ ). Subsequently, the raters discussed and agreed on the ratings of all coordinations.

Unfortunately, only 451 (50.1\%) of these 900 coordinations were rated as "good" in the above sense. As expected, there was a general - but relatively minor - negative correlation between the length difference and the proportion of "good" coordinations. Because of the large proportion of "bad" coordinations, we attempted to estimate whether the dynamics of proportions of shorter left conjuncts was the same in coordinations rated as "good" and in those rated as "bad". However, despite the relatively large number of manually evaluated extracted coordinations, this number was still too small to make such a reliable estimation possible: there were only 15 coordinations for each governor position $\times$ length difference pair, only half of those were "good" on average, and the observed proportion of shorter left conjuncts in a sample of 7 or 8 coordinations cannot be used to estimate the true proportion in the whole population.

In summary, data quality is a major limitation of the current study, with a great many parsed and extracted coordinations rated as "bad", but there is no reason to believe that errors introduced by this procedure 1) make an actually increasing tendency seem decreasing and 2) have this effect only when the governor is on the right. Rather, until demon-
strated otherwise, the null hypothesis must be that parsing and extraction errors create random noise which does not considerably affect the observed tendencies: increasing proportions when the governor in on the left or absent, but decreasing (from a point) when it is on the right.

## 7. Conclusion

The current study replicates and sharpens the findings of Przepiórkowski and Woźniak (2023) and confirms their argument against asymmetric approaches to coordinations, such as used in basic Universal Dependencies ${ }^{12}$ and in some prominent theoretical linguistic approaches. Considering symmetric approaches, the current findings are more compatible with the multi-headed London approach than with the conjunction-headed Prague approach.

The advantage of the current study over that in PW23 is data size -11.5 million vs. less than 22 thousand coordinations - as well as the variety of data. Because of the low quality of the input data, the current study alone would not constitute a strong argument against asymmetric and for symmetric approaches to coordination. Nevertheless, even though it is based on a very different dataset than that used in PW23, this study to a large extent replicates the empirical findings of PW23 and supports their general conclusions that only (some of) the symmetric approaches to coordination are compatible with the well-established principle of Dependency Length Minimization. Needless to say, further replication studies, also based on languages other than English, are needed to make these results even more robust.
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## A. Appendix: Genres

Figures $5-10$ present the dynamics of proportions of shorter left conjuncts separately for each of the 6 genres included in the current study: newspapers, magazines, academic writings, fiction, blogs, and other web pages. All of them confirm that, when the governor is on the left or absent, these proportions grow monotonically with the length difference between conjuncts. However, not all of them show clearly that - after an initial increase - these proportions decrease when the governor is on the right: this effect is clearly visible in newspapers and magazines (Figures 5-6), less clearly in academic writings (present when length is measured in words, but less clear when it is measured in characters), blogs, and other web pages (Figures 7-9), and it is almost absent in fiction, where the curves for the two positions of the governor, left and right, are very similar (Figure 10). We leave investigation of these differences for future work.


Figure 5: Observed and loess-smoothed proportions of coordinations in COCA news with left conjuncts shorter, depending on the absolute difference of conjunct lengths.


Figure 6: Observed and loess-smoothed proportions of coordinations in COCA mag with left conjuncts shorter, depending on the absolute difference of conjunct lengths.


Figure 7: Observed and loess-smoothed proportions of coordinations in COCA acad with left conjuncts shorter, depending on the absolute difference of conjunct lengths.


Figure 8: Observed and loess-smoothed proportions of coordinations in COCA blog with left conjuncts shorter, depending on the absolute difference of conjunct lengths.


Figure 9: Observed and loess-smoothed proportions of coordinations in COCA web with left conjuncts shorter, depending on the absolute difference of conjunct lengths.


Figure 10: Observed and loess-smoothed proportions of coordinations in COCA fic with left conjuncts shorter, depending on the absolute difference of conjunct lengths.


[^0]:    ${ }^{1}$ The symmetric London approach is discussed in $\S 5$.
    ${ }^{2}$ This reasoning is based on the observation that, in English, heads of both conjuncts are on average situated the same short distance from the left periphery.

[^1]:    ${ }^{3}$ https://www.english-corpora.org/coca/
    4https://stanfordnlp.github.io/stanza/

[^2]:    ${ }^{5}$ The vast majority ( $86.4 \%$ ) of coordinations were binary, and removing non-binary coordinations does not affect the tendencies and conclusions reported below.
    ${ }^{6}$ https://trankit.readthedocs.io/

[^3]:    ${ }^{7}$ No such heuristics were needed for the last conjuncts, whose all dependents (apart from cc) were treated as private.
    ${ }^{8}$ Just like PW23, we also performed all calculations for lengths measured in syllables, but the results were

[^4]:    ${ }^{9} \mathrm{NP}$ : nominal phrase, PP: prepositional phrase.
    ${ }^{10} 55 \%$ in the COCA dataset processed here, while $30 \%$ have no governor, and $15 \%$ have the governor on the right. In the dataset of PW23, the corresponding proportions are 60\% (left), 18\% (absent), 22\% (right).

[^5]:    ${ }^{11}$ Semantic factors, e.g., preferring more animate conjuncts first (as in chicken or egg rather than egg or chicken), are stronger, but they are applicable to many fewer coordinations.

[^6]:    ${ }^{12}$ This is not meant to be a criticism of UD, which is known to make some linguistically controversial decisions (see, e.g., Osborne and Gerdes 2019, as well as Przepiórkowski and Patejuk 2018) in the interest of reaching "a very subtle compromise between a number of competing criteria" (de Marneffe et al., 2021, 302), which include typological uniformity, comprehensibility by non-linguists, and suitability for computational tasks.

