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Abstract

Fact verification constitutes a pivotal application in the effort to combat the dissemination of disinformation, a

concern that has recently garnered considerable attention. However, previous studies in the field of fact verification,

particularly those focused on question-answering dialogue, have exhibited limitations, such as failing to fully exploit

the potential of question structures and ignoring relevant label information during the verification process. In this

paper, we introduce Label-Infused Iterative Information Interacting (LI4), a novel approach designed for the task of

question-answering dialogue based fact verification. LI4 consists of two meticulously designed components, namely

the Iterative Information Refining and Filtering Module (IIRF) and the Fact Label Embedding Module (FLEM). The

IIRF uses the Interactive Gating Mechanism to iteratively filter out the noise of question and evidence, concurrently

refining the claim information. The FLEM is conceived to strengthen the understanding ability of the model towards

labels by injecting label knowledge. We evaluate the performance of the proposed LI4 on HEALTHVER, FAVIQ, and

COLLOQUIAL. The experimental results confirm that our LI4 model attains remarkable progress, manifesting as a

new state-of-the-art performance.
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1. Introduction

The rampant spread of fake news and rumors can

cause mass panic, social unrest, and even war,

such as the COVID-19 pandemic(van Der Linden

et al., 2020), which constitutes a gravely signifi-

cant societal challenge. Consequently, the need

for fact verification has become increasingly promi-

nent in Natural Language Processing (NLP). Given

a claim, the goal of fact verification is to judge the

veracity of the claim based on a series of evidence

(Guo et al., 2022; Glockner et al., 2022). Most of

the existing studies mainly focus on sources like

news articles, structured tables(Zhou et al., 2022;

Gu et al., 2022), and Wikipedia passages(Rashkin

et al., 2017; Bekoulis et al., 2021), while rarely

considering the fact verification in the question-

answering dialogue. However, as social media plat-

forms(e.g. Twitter, Weibo, and TikTok) gradually

become one of the main ways to publish and obtain

information, the deceptive reviews related to pub-

lished information have exploded. These deceptive

reviews are mostly conversation-based and laden

with misinformation, which can spread quickly. The

question-answering dialogue may be more vulner-

able to being manipulated since platform users can

answer the question with multiple facts or specula-

tive and vague expressions(Sarrouti et al., 2021)

that deliberately distribute misinformation. To im-
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prove the robustness of fact verification systems,

they must also be valid for verifying the claims in

question-answering dialogues.

There are two challenges to verifying the factual

correctness of claims in question-answering dia-

logue. One is that claims in dialogue are often infor-

mal, sparse in factual content(Gupta et al., 2021),

and contain personal opinions, slang, and colloqui-

alisms, making it difficult to distinguish them from

factual information. The other challenge is the diffi-

culty of taking full advantage of the rich information

contained in questions to support fact verification,

such as specific domains, time frames, geogra-

phies, keywords, and descriptions. Regrettably,

previous research has not sufficiently utilized the

potential inherent in the questions posed by users.

It is essential to recognize that the information in

the questions plays a key role in facilitating deeper

interactions among the various types of data during

the verification process. To illustrate this point, as

exemplified in the first case in Figure 1, question

information can serve as a filtering mechanism to

filter out noise and refine the information that is di-

rectly relevant to the verification task, e.g. ”themost

common were social distancing and lockdown” and

”the measures can slow down the outbreak” in ev-

idence, and ”social distancing” and ”slowing the

spread of the flu” in claim. Besides, claim and evi-

dence also have the same effect on the question,

e.g. ”ibuprofen (advil) worsen COVID-19” in the
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second question. In addition, the majority of pre-

vious works for fact verification rarely considered

label information. However, reasonable utilization

of labels is beneficial to the fact verification process.

Taking the consideration above, we investigated

how to maximize the utilization of question for in-

depth interaction among various types of informa-

tion, while concurrently exploring the integration of

label information within the verification process.

To meet these demands, this paper presents

a novel framework, called LI4 - Label-Infused

Iterative Information Interacting, for question-

answering dialogue based fact verification. The LI4

consists of precisely engineered IIRF and FLEM

components. Inspired by the Interactive Gating

Mechanism (IGM) introduced in DABERTa(Sun-

driyal et al., 2022), we propose IIRF, which is

designed to facilitate deep semantic interactions

among question, evidence, and claim, aiming

to emphasize key fragments within these three

components while filtering out irrelevant noise.

The FLEM easily and efficiently embed label

information, encompassing categories such as

”SUPPORTED,” ”REFUTED,” and ”NOTENOUGH-

INFO,” into the final feature representation. This in-

corporation is accomplished through the utilization

of a specifically constructed prefix that assumes a

distinctive prompting function, significantly mitigat-

ing the opaqueness associated with conventional

black-box approaches to fact verification.

In summary, our contributions are as follows:

• We investigate an iterative interaction method

to filter out the noise of question and evidence

and refine information valuable for claim verifi-

cation, achieving the purpose of more effective

use of question and obtaining better verifica-

tion performance.

• We innovatively implement label embedding

technology for fact verification, aiming to

strengthen the understanding ability of the

model towards labels.

• We conduct the extensive experimental eval-

uation for the proposed model on three popu-

lar benchmark datasets, and the result shows

LI4 makes great progress on all experimental

benchmarks and achieves new state-of-the-art

performance1.

2. Related Work

Fact Verification. In recent years, fact verifica-

tion has gained significant attention in the NLP

research community as a means of combating

1Code and data are available at https://github.com/

zxc123cc/LI4

Claim
Hand-washing, mask-wearing and social distancing - are slowing
the spread of the flu.

Question
Has social distancing had an impact on slowing the spread of
COVID-19?
Evidence
The government of different countries has adopted various policies
to contain this epidemic and the most common were social
distancing and lockdown. Our analysis revealed that the measures
can slow down the outbreak. We can reduce the epidemic size and
prolong the time to arrive at the epidemic peak by seriously
following the measures suggested by the authorities.

Claim
The use of ibuprofen does lead to more sever coronaviru outcomes.

Question
Can taking medication to lower fever, such as paracetamol (tylenol)
and ibuprofen (advil) worsen COVID-19?
Evidence
There is no supporting evidence to discourage the use of ibuprofen.

SUPPORT

REFUTE

Figure 1: Question-answering dialogue based fact

verification examples in the HEALTHVER dataset.

Each example consists of a question, evidence,

and a claim, where the claim is verified by evidence

and question.

misinformation and disinformation. Previous stud-

ies on the fact verification are mainly focused on

Wikipedia articles(Rashkin et al., 2017; Bekoulis

et al., 2021; Wang et al., 2022a; Fajcik et al., 2022;

Pan et al., 2023) and table-based verification(Chen

et al., 2019; Shi et al., 2021; Liu et al., 2021; Zhou

et al., 2022; Gu et al., 2022). However, fact verifi-

cation in question-answering dialogue is still a pre-

liminary exploratory stage. Several works explored

fact verification for the dialogue context, mainly fo-

cusing on constructing datasets(Gupta et al., 2021;

Zheng et al., 2022; Li et al., 2023). Meanwhile, sev-

eral works have used question-answering dialogue

data to construct fact verification benchmarks(Chen

et al., 2021; Sarrouti et al., 2021; Park et al., 2021;

Kim et al., 2021). There are few methods or frame-

works specifically designed to solve fact verification

in question-answering dialogue. Zou et al. (2023)

propose DECKER, a commonsense QA fact ver-

ification model that is capable of bridging hetero-

geneous knowledge by uncovering latent relation-

ships between structured and unstructured knowl-

edge. But this is not suitable for the field we are

exploring, because the question in commonsense

QA is the content we want to judge whether or

not, similar to a claim, rather than auxiliary infor-

mation. Wang et al. (2022b) propose QaDialMoE,

to our best knowledge, this is currently the only

approach to investigate a question-answering di-

https://github.com/zxc123cc/LI4
https://github.com/zxc123cc/LI4
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alogue based on fact verification. To extend this

effort, we propose a neural network, that focuses

on various interactions among claims, questions,

and evidence, while embedding knowledge of la-

bels.

Information refining and filtering are very impor-

tant in fact verification. In particular, evidence usu-

ally contains a lot of noise. This phenomenon is

more serious after adding questions as additional

input text. How to remove this noise and refine infor-

mation that is strongly related to the claim is worth

exploring. Previous research on information refin-

ing and filtering for fact verification tasks mainly

focuses on evidence distillation(Nie et al., 2019;

Ma et al., 2019; Wu et al., 2021; Yang et al., 2022)

or claim span identification(Sundriyal et al., 2022).

However, they only focused on the claim or evi-

dence without considering it jointly. Sundriyal et al.

(2022) uses Interactive Gating Mechanism(IGM) to

further distinguish salient tokens inclusive in claim

spans. Inspired by IGM, we improve it to IIRF for

question-answering dialogue based fact verifica-

tion. This method focuses on the interaction among

question, evidence, and claim, and can control the

degree of refinement and filtering by explicitly ad-

justing the number of iterations.

Label knowledge embedding. Label knowl-

edge embedding can improve classification perfor-

mance while maintaining almost the same compu-

tational cost(Zhang et al., 2017; Du et al., 2019).

Xiong et al. (2021) splices the label with the original

input and then takes the [CLS] representation of

BERT(Devlin et al., 2018) for classification, fully

tapping the potential of BERT. Liu et al. (2022)

propose a collaborative attention network with la-

bel embeddings(CNLE) that co-encodes text and

labels into their mutually participating representa-

tions. In this paper, we leverage label embedding

technology to integrate the rich information con-

tained in labels into the feature representation so

as to improve the performance of fact verification.

3. Task Statement

In the question-answering dialogue based fact ver-

ification, a sample S is defined as S = (c, (e, q),
y), representing a given claim c, evidence e, the
corresponding question q, and the associated label
y. The goal is to verify the factuality of claim c by
the given evidence-question pair (e, q). Each claim
c is associated with a veracity y taking one of the
class labels from {SUPPORTED,REFUTED,· · · }.
Beyond the label as SUPPORTED or REFUTED,

the classification task has one more label called

NEUTRAL or NOT ENOUGH INFO (NEI), which

means the current evidence is insufficient to verify

the claim. Then, the task changed from a 2-way

to a 3-way classification task. Unlike most fact ver-

ification processes, which predominantly rely on

the evidence alone, this task carries an additional

question. It is worth noting that the question is able

to provide a great deal of additional information.

Leveraging the question reasonably can improve

prediction performance, which is key to this task.

4. Approach

In this section, we introduce our novel LI4 model,

which considers the interaction among question,

evidence, and claim, while concurrently embed-

ding label knowledge. Figure 2 shows the overall

model architecture. Our method consists of three

components: the feature extractor (§4.1) with a

transformer encoder backbone, the iterative infor-

mation refining and filtering module (§4.2) for in-

teraction among different parts of the input, and

the fact label embedding module (§4.3) for infusing

label knowledge.

4.1. Feature Extractor

The feature extractor takes claim-question-

evidence pair as input text, which are subsequently

fed into a transformer encoder to learn their joint

semantics representations.

4.1.1. Input Process

For each sample, we splice the claim-question-

evidence pair. Then we prefixed the sentences

and split each part with 〈/s〉. This prefix serves

the purpose of incorporating label information. To

feed into the encoder, we need to perform tok-

enization of each sentence. Specifically, we to-

kenize the prefix and claim-question-evidence pair

p, c, q, e into four token sequences denoted as

P, C, Q and E. The sequence input Sp,c,e,q =
[〈s〉,P, 〈/s〉,C, 〈/s〉,E, 〈/s〉,Q, 〈/s〉]. where 〈s〉 and
〈/s〉 are delimiters indicating the beginning and

end of each token sequence. In order to ensure

the consistency and structural integrity of each part

of the information, when the length of a given text

surpasses the prescribed maximum threshold, the

evidence and questions are subject to an equitable

truncation, thereby preventing an excessive loss of

information within a singular segment.

4.1.2. Joint Semantics Representation

We feed the joint token sequence into a

transformer-based encoder to learn the contextual-

ized semantics representation:

H = Encoder(Sp,c,e,q) (1)

where H ∈ Rn×d denotes the learned joint seman-

tics representation. Here n is the maximum length
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…… supported,   refuted  or  neutral  …… claim</s> </s> </s>evidence question </s><s>

IIRF

FLEM

MLP

Feature Extractor

hc,1

hc,Nc

... ... ...

IGM
Block

Iterative Information Refining and
Filtering Module(IIRF)

IGM
Block

IGM
Block

k× k×

FNN

IGM
Block

Mean Pooling

Concatenate

How do people die from the
coronavirus?

Respiratory failure has been cited as
the major cause of death

Blood clotting a significant cause
 of death in patients with COVID-19

Claim QuestionEvidence

Determine whether the claim is
supported, refuted or neutral 

by the given evidence and question.  

Prefix

Veracity Prediction

R

S

N

Transformer Encoder

FNN

Concatenate

Fact Label Embedding Module(FLEM)

input repretation

Attention Layer

Figure 2: Model Architecture Overview of LI4. The prefix, claim, evidence, and question are concatenated

and then fed into a transformer-based encoder to obtain the joint semantics representations. The Iterative

Information Refining and Filtering Module (IIRF) is designed to iteratively filter out the noise of question

and evidence, and refine claim information and the Fact Label Embedding Module(FLEM) is used to

embed label information.

of input and d is the representation vector dimen-
sion.

Subsequently, we extract Hc ∈ Rnc×d,Hq ∈
Rnq×d,He ∈ Rne×d, the representations corre-

sponding to claim, question and evidence from H.

Here nc, nq and ne are their corresponding lengths

respectively. Simultaneously, we extract label fea-

tures Hl ∈ Rnl×d, here nl denotes the number of

labels. In cases where the labels contain multi-

ple words, we take the mean-pooling of the token

features to obtain the label-aware feature vector.

4.2. Iterative Information Refining and

Filtering Module (IIRF)

In order to filter out the noise of question and evi-

dence, and refine the information of claim, inspired

by IGM(Sundriyal et al., 2022), we propose Iterative

Information Refining and Filtering Module. Unlike

previous IGM, the inputs accepted by the conflict

gate and refine gate of the IGM module we use

here may be different. To begin with, the inputs

H1 ∈ Rn1×d, ,H2 ∈ Rn2×d and H3 ∈ Rn3×d are

max pooled to obtain Hp1
,Hp2

,Hp3
∈ Rd. Here n1,

n2 and n3 represent their corresponding lengths.

These vectors are passed through a series of gates.

The first is conflict gate C, which is used to capture
semantic features in H1 that conflict with H2.

µc = σ(Hp1
Wc1 +Hp2

Wc2 + bc1) (2)

C = tanh(Hp1
�µcWc3 +Hp2

� (1−µc)Wc4 + bc2)
(3)

The refine gate R, on the other hand, is aimed at
capturing the semantically similar features between

H1 and H3.

µr = σ(Hp1
Wr1 +Hp3

Wr2 + br1) (4)

R = tanh(Hp1
� µrWr3 +Hp3

� µrWr4 + br2) (5)

The last of them being the adaptive gate A, is
used to retain maximum differential information

from C and R, thereby filtering the noise that is

not related to H2 and refining the semantic repre-

sentations similar to H3.

A = R+ (1− µr)� C (6)

Ĥ = tanh(AWa + ba)�H1 (7)

After passing these three gates, we obtain the

vector Ĥ that has been refined and filtered.

In the question-answering dialogue based fact

verification task, the claim is the target we want

to classify based on question and evidence. That

is, the question and evidence should refine the

information from the claim while filtering information

that conflicts with each other.
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We first perform information refining and filtering

on e and q. It is noteworthy that this process is iter-
able, that is, the outputs Hq and He of the previous

round can serve as the input of the current round.

Let Hi be the output of the ith round of iteration.

The iteration process is given by Equation 8 and 9.

Hi
e = IGM(Hi−1

e ,Hi−1
q ,Hc) (8)

Hi
q = IGM(Hi−1

q ,Hi−1
e ,Hc) (9)

After k rounds of iterations, we can get the fi-

nal representations of the question and evidence,

where k is a hyperparameter representing the max-
imum number of iterations:

Ĥe = Hk
e , Ĥq = Hk

q (10)

Next, we use Ĥe and Ĥq to refine and filter the

characteristics of the claim respectively, which will

make the claim focus on different information of

question and evidence.

Ĥc1 = IGM(Hc, Ĥe, Ĥe) (11)

Ĥc2 = IGM(Hc, Ĥq, Ĥq) (12)

At the end of the module, Ĥc1 , Ĥc2 , Ĥe and

Ĥq are mean pooled to obtain zc1 , zc2 , ze, zq ∈ Rd.

Subsequently, they are concatenated and passed

through a Feed-Forward Network(FNN) to obtain

the final representation.

z = Concat(zc1 , zc2 , ze, zq) (13)

zIIRF = FNN(z) (14)

4.3. Fact Label Embedding Module

(FLEM)

The Fact Label Embedding Module is proposed

to enhance the performance of fact verification by

integrating label-related information and strength-

ening the understanding ability of the classification

model towards labels. First, we construct a prefix

to introduce label information. As shown in Figure

2, the prefix ”Determine whether the claim is sup-

ported, refuted or neutral by the given evidence

and question” introduces three labels: ”supported”,

”refuted” and ”neutral” (some datasets do not con-

tain neutral label). Their features are represented

as hs, hr, hn respectively, and the combination is

Hnl
. Subsequently, we map Hl using a FNN layer.

H
′

l = FNN(Hl) (15)

where H
′

l = [h
′

l,1;h
′

l,2; ...;h
′

l,nl
], h

′

l,i ∈ Rd
′

denotes

representation of the ith label after dimensionality
reduction. Here d

′
is the dimension after dimen-

sionality reduction.

Next, to integrate the label features with the input

representation, we concatenate them into a new

vector.

z
′
= Concat(zIIRF , h

′

l,1, h
′

l,2, ..., h
′

l,nl
) (16)

where z
′ ∈ Rl×d

′
+d is the concatenated vector. To

better embed the corresponding label features, we

apply an attention mechanism to select the con-

catenated vector. Specifically, we use the attention

mechanism to calculate a weight vector that rep-

resents the importance of the input representation

and label features. Then the weighted sum of the

input representation and label features based on

the weight vector to obtain the final embedded rep-

resentation zFLEM .

[Q,K, V ] = z
′
WQKV (17)

zFLEM = softmax(
QKT

√
l × d′ + d

)V (18)

where WQKV ∈ R3×d is the projection matrix. By

employing this approach, the Fact Label Embed-

ding Module effectively integrates label-related in-

formation with feature information, thereby enhanc-

ing the understanding and classification capability

of the classification model towards labels and im-

proving the performance of fact verification.

4.4. Veracity Prediction and Model

Training

Finally, zFLEM is fed into a multi-layer perceptron

(MLP) layer, and the softmax function is applied to

predict the veracity label as follows:

z† = MLP (zFLEM ) (19)

ŷi = softmax(zi) =
ezi∑

zi∈z† ezi
(20)

For model training, we minimize the loss Lce as

follows:

Lce = − 1

N

N∑
i=1

yi log ŷi (21)

where Lce denotes the cross-entropy loss for fact

verification task. N denotes the number of samples.

yi and ŷi denote the gold and predicted label of the
ith claim, respectively.

5. Experimentation

5.1. Dataset and Evaluation Metrics

To evaluate our method, we carry out detailed ex-

periments on three English benchmark datasets:
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HEALTHVER(Sarrouti et al., 2021), FAVIQ(Park

et al., 2022), and COLLOQUIAL(Kim et al., 2021).

HEALTHVER HEALTHVER is an evidence-

based fact verification dataset, it’s primarily used

for answering medical-related questions and in-

cludes various questions and corresponding an-

swers in the field of medicine. The relationship be-

tween each evidence statement and its correspond-

ing claim is manually annotated as SUPPORT,

REFUTE, or NEUTRAL. The dataset consists of

14,330 evidence-claim pairs. We evaluate the per-

formance of our model on the HEALTHVER dataset

using metrics macro precision, macro recall, macro

F1-score, and accuracy.

FAVIQ FAVIQ is constructed from information-

seeking questions (Kwiatkowski et al., 2019) and

their ambiguities (Min et al., 2020), which focuses

on answering questions and queries about com-

mon topics, including social media, travel, sports,

and more. It consists of the A set and the R set.

The A set is the main dataset, consisting of 25,956

claims that have been disambiguated by transform-

ing ambiguous questions into claim form. The R set

is an additional dataset, containing 162,420 claims

extracted and generated from regular question-

answer pairs. Most instances include the question,

and evidence from Wikipedia paragraphs, and are

annotated as SUPPORT or REFUTE. For the A

set, only the A development set is used, and no

questions are generated for the A test set. The

evaluation metric used for model performance is

accuracy.

COLLOQUIAL In order to investigate how fact

verification systems behave on colloquial claims,

COLLOQUIAL is constructed by transferring the

styles of claims from FEVER into colloquialism. Ex-

isting fact verification systems that perform well on

claims in formal style significantly degenerate on

colloquial claims with the same semantics. Our

model can effectively deal with the challenge of

colloquialism due to the filter function in IIRF. This

dataset does not contain questions, so we use the

question synthesized by (Wang et al., 2022b). Fi-

nally, each instance in COLLOQUIAL consists of

a synthetic question, an evidence from Wikipedia

passages, and a claim with the label SUPPORTED,

REFUTED, or NEI. We use the label accuracy as

our evaluation metric.

5.2. Experimental Settings

Our implementations are based on the public Py-

torch implementation from Transformers2. We

leverage RoBERTa-Large (Liu et al., 2019) to ini-

tialize the parameters of the encoder. The max-

imum input length and dimension of label infor-

mation are set to 512 and 128 respectively. The

2https://github.com/huggingface/transformers

maximum number of iterations k is set to 1 on the
COLLOQUIAL dataset and to 3 for the remaining

datasets. We apply AdamW optimizer (Loshchilov

and Hutter, 2017) in training with a learning rate 2e-

5. We set the batch size to 32 on the HEALTHVER

dataset. Gradient accumulation is turned on for

other datasets and the batch size is set to 12. The

gradient accumulation steps for FAVIQ R and the

remaining datasets are 4 and 3 respectively. All

models are fine-tuned on a single Tesla A100 GPU

with 40 GB memory.

5.3. Overall Verification Results

We compare our proposed model LI4 with other

methods on the HEALTHVER, FAVIQ, and COL-

LOQUIAL. The experimental results are shown in

Table 1, Table 3, and Table 4 respectively.

HEALTHVER Based on the question, evidence,

and claim in the original dataset, we evaluate the

performance of our method on HEALTHVER. As

shown in Table 1, LI4 outperforms all previousmeth-

ods by a largemargin. Ourmethod has an accuracy

of 85.41% in the test set of HEALTHVER, achiev-

ing a new state-of-the-art on the dataset, which is

1.15% higher than the previous best method(Qa-

DialMoE) and outperforms it with improvements of

0.95% in macro precision, 1.44% in macro recall,

and 1.25% in macro F1-score.

Models P R F1 Acc

BERT-base 73.45 73.70 73.54 74.82

SciBERT 76.62 78.15 77.12 78.11

BioBERT 74.07 75.73 74.59 76.52

T5-base 80.82 79.00 79.60 80.69

BART-large 81.48 81.20 81.33 82.23

RoBERTa-large 82.24 81.48 81.78 82.72

QaDialMoE 83.95 82.83 83.29 84.26

Ours 84.90 84.27 84.54 85.41

Table 1: Comparative performance on

HEALTHVER test set.

FAVIQ The methods of obtaining evidence

on FAVIQ can be divided into three types:

DPR(Qu et al., 2020), evidentiality-guided gen-

erator(EG)(Asai et al., 2021), and positive evi-

dence(PE). We only evaluate our approach on PE.

The positive evidence is the top passage that con-

tains the answer to the original question which is

retrieved by TF-IDF(Park et al., 2021).

As shown in Table 2, PE contains a certain pro-

portion of N/A fields, whichmeans that the evidence

is empty and will have a great impact on classifica-

tion performance. Table 3 presents the compara-

tive performance of FAVIQ. For A set, our methods

achieve a new state-of-the-art with an accuracy

of 79.0%. For the R set, our methods with posi-

tive evidence can reach remarkable performances
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Total N/A ratio(%)

Train
A 17,008 6,084 35.77

R 140,977 43,536 30.88

Dev
A 4,260 1,472 34.55

R 15,566 4,853 31.18

Test
A 4,688 - -

R 5,877 1,884 32.06

Table 2: Statistics of N/A ratio in FAVIQ dataset,

consisting of A set and R set.

with 86.0% on the dev set and 86.5% on the test

set. The experimental results on the dev set are

almost the same as the previous best methods,

while on the test set our method outperforms prior

methods, achieving significant improvements with

0.5% (86.5% vs. 86.0%). Compared with other

datasets, the improvement of LI4 on the FAVIQ is

not obvious. We analyze that this is because the

label of claim is strongly related to evidence, and

N/A prevents a large number of claims from being

effectively verified, and the iterative interaction part

in IIRF does not play its full role.

Models A-dev R-dev R-test

Claim only BART 51.0 59.4 59.4

TF-IDF + BART 65.1 74.2 71.2

DPR + BART 66.9 76.8 74.6

FiD(base) 67.8 - -

FiD + EG 69.6 - -

QaDialMoE + DPR 70.8 78.0 75.3

QaDialMoE + EG 74.9 - -

QaDialMoE + PE 78.7 86.1 86.0

Ours + PE 79.0 86.0 86.5

Table 3: Fact verification accuracy on FAVIQ.

COLLOQUIAL Since COLLOQUIAL does not

have original questions, we use the synthetic ques-

tions that Wang et al. (2022b) have generated us-

ing a prompt module. As shown in Table 4, our

approach obtains a new state-of-the-art label accu-

racy and achieves a remarkable improvement of

1.9% (91.4% vs. 89.5%). Colloquial claims tend

to include filter words (e.g.,”yeah”, ”you know”),

comments, or personal opinions that do not require

verification. In addition, questions generated us-

ing the prompt module also contain a lot of noise

compared to manually annotated questions. Fortu-

nately, our IIRF can effectively deal with the above

challenges by filtering noisy information and there-

fore achieves great improvements compared to

other datasets.

5.4. Ablation Study

To further investigate each component’s contribu-

tion to the whole network, we perform ablation stud-

Models
Document Retrieval

+Evidence Selection
Acc

KGAT(BERT)

DPR + BERT 51.2

WikiAPI + BERT 53.2

Evidence Oracle 57.3

KGAT

(CorefBERT)

DPR + BERT 61.0

WikiAPI + BERT 60.9

Evidence Oracle 67.7

QaDialMoE Evidence Oracle 89.5

Ours Evidence Oracle 91.4

Table 4: Fact verification label accuracy on COL-

LOQUIAL.

ies by deliberately removing certain modules and

comparing the results on HEALTHVER dataset.

The overall configuration remains consistent, while

only the module under investigation is removed

from the whole network. The results are shown in

Table 5.

w/o IIRF: We conduct an ablation study on the

HEALTHVER dataset without IIRF. As presented

in Table 5, LI4 has dropped by 1.81% (85.41%

vs. 83.60%) and 1.77%(84.54% vs. 82.77%) in

accuracy and macro F1-score. The drop in the

performance across all metrics by a large margin,

fully illustrates the effectiveness of IIRF. Meanwhile,

the impact of the iterations in IIRF will be discussed

in more detail in Sec. 5.5.

w/o FLEM: When FLEM is removed, we observe

a drop in performance across all the metrics. Our

model has dropped by 0.33% (85.41% vs. 85.08%)

and 0.27%(84.54% vs. 84.27%) in accuracy and

macro F1-score. This shows that introducing la-

bel information can enhance the representation

ability of each category and further improve the

performance of fact verification tasks. More spe-

cific details will be discussed in Sec. 5.6. In addi-

tion, it is worth noting that when FLEM is removed,

that is, only the IIRF component is retained, our

method still outperforms all previous methods and

achieves a new state-of-the-art result, which further

illustrates the effectiveness of IIRF.

Models P R F1 Acc

Complete model 84.90 84.27 84.54 85.41

- w/o IIRF 83.21 82.48 82.77 83.60

- w/o FLEM 85.07 83.73 84.27 85.08

Table 5: Ablation study on HEALTHVER test set.

5.5. Effect of Iterations in IIRF

To further understand the effectiveness of the pro-

posed IIRF, we investigate the impact of the num-

ber of iterations. Figure 3 reports accuracy on four

datasets when using different values for the number
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(a) (b) (c) (d)

Figure 3: Sensitivity analysis of the number of Conflict/Refine iterations between question and evidence.

The horizontal and vertical axes represent the number of iterations and accuracy respectively.

(a) (b)

Figure 4: t-SNE projection before and after adding FLEM on the HEALTHVER dataset.

of iterations. We can observe that as the number of

iterations increases, except for the COLLOQUIAL

dataset, the performance of other datasets shows

a trend of rising first and then falling. On the COL-

LOQUIAL dataset, the number of iterations that

achieved the best performance was 1, while on

other datasets it was 3. This is consistent with our

initial conjecture. In the COLLOQUIAL dataset, the

overall length of question, evidence, and claim is

shorter, the annotation quality is higher, and there

is not much noisy information, so only one iteration

is needed, while other datasets contain a lot of long

evidence or even missing evidence, only a small

part of the information is valuable to judge the clas-

sification results. Experiments showed a drop in

the fourth iteration on all datasets. We analyzed

that too many iterations will cause over-fitting, thus

reducing performance.

5.6. Quality of Representation

We adopt t-SNE(Van der Maaten and Hinton, 2008)

to project representations of the hidden state of

each sample before final classification into a 2-

dimensional space. From the result shown in Fig-

ure 4, we can see that representations of using

FLEM (Figure 4(b)) and not using FLEM (Figure

4(a)) have a clear distinction, showing that FLEM

is able to produce high-quality representations for

Fact Verification. Specifically, we can observe that

the representation of each category using FLEM is

more compact, and the division among categories

is more obvious. Interestingly, the representation

of NEUTRAL is divided into two parts, which indi-

cates that there may be some connection between

the two parts of the sample.

Here, we conduct a case study on focused on

the neutral data subset of HEALTHVER. We find

that the data in the farthest cluster is very easy to

classify because its claim and evidence are almost

irrelevant, such as the claim ”There is muchmore to

coronaviruses than SARS-CoV-2. Coronaviruses

are actually a family of hundreds of viruses” and ev-

idence ”Recent research results suggest that bats

or pangolins might be the original hosts for the virus

based on comparative studies using its genomic se-

quences”. In contrast, the data of clusters close to

SUPPORT and REFUTE are hard samples. Such

as the claim ”Common Steroid Could Be Cheap

and Effective Treatment for Severe COVID-19” and

evidence ”Many drugs have shown promise for the

treatment of COVID-19”. In this case, we cannot

infer whether ”Many drugs” contain a ”Common

Steroid”, yet ”Could Be” makes the sentence am-

biguous. Strengthening the model’s ability to judge

these samples is an important way to improve per-

formance.

6. Conclusion

In this study, we introduce the LI4 neural network

designed for the task of fact verification in question-
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answering dialogue, demonstrating superior verifi-

cation performance across three popular datasets:

HEALTHVER, FAVIQ, and COLLOQUIAL. The

core focus of LI4 centers on fostering comprehen-

sive interactions among questions, evidence, and

claims, coupled with the incorporation of label in-

formation. LI4 exhibits a noteworthy capacity for

robust generalization across diverse datasets, ben-

efiting from its iterative mechanism, which readily

adapts to both complex and straightforward ques-

tions and evidence. Ablation studies and in-depth

analyses provide further evidence of the efficacy of

both the constituent components and the iterative

mechanisms within the LI4 model. We hope our

work can facilitate fact verification in the question-

answering dialogue domain, strengthen the full use

of the question so that it further interacts with evi-

dence and claims, and consider label information

to make the verification process more explicit.
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