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Abstract

Essay writing is a skill commonly taught and practised in schools. The ability to write a fluent and persuasive essay
is often a major component of formal assessment. In natural language processing and education technology we
may work with essays in their final form, for example to carry out automated assessment or grammatical error
correction. In this work we collect and analyse data representing the essay writing process from start to finish,
by recording every key stroke from multiple writers participating in our study. We describe our data collection
methodology, the characteristics of the resulting dataset, and the assignment of proficiency levels to the texts. We
discuss the ways the keystroke data can be used – for instance seeking to identify patterns in the keystrokes which
might act as features in automated assessment or may enable further advancements in writing assistance – and the
writing support technology which could be built with such information, if we can detect when writers are struggling
to compose a section of their essay and offer appropriate intervention. We frame this work in the context of English
language learning, but we note that keystroke logging is relevant more broadly to text authoring scenarios as well
as cognitive or linguistic analyses of the writing process.
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1. Introduction

Given that for many the authoring of documents in-
volves typing on a personal computer, a great deal
of information about the writing process can poten-
tially be captured from keystroke data. Relating
to education technology for language learners, we
can potentially detect when learners are struggling
with their writing, which might enable supportive in-
terventions to aid the learner. The same is true for
text authors more generally. There are also impli-
cations for cognitive science more widely, in that
keystroke data can give us insights into linguistic
creativity and aspects of language complexity in
production. It may be that we can use keystroke
data to detect bursty events or copy-and-paste ac-
tions which might point to the use of generative AI
for text generation, and malpractice in education
or assessment settings.

We have compiled a dataset of texts, keystroke
logs and metadata for public release. It contains
a copied text and creative essay written in En-
glish by 1,006 crowdsourced participants, both
native speakers and non-native speakers of the
language. Approximately one-fifth of the partici-
pants self-identified as native speakers of English.

Within the non-native speaker group, a total of 42
first languages are represented amongst the partic-
ipants: Polish, Portuguese and Spanish being the
most common. The median age of our participants
is 26, with a minimum of 18 and maximum of 75
years. The essays they wrote have been assigned
a proficiency level within the Common European
Framework of Reference for Languages1. This in-
formation will enable analysis of the keystroke data
in search of patterns which correlate with writing
proficiency.

In this paper we describe our method for prepar-
ing the text authoring interface and the JavaScript
keylogger, our procedure for participant recruit-
ment and data collection, and our preparation for
dataset release including the grading of essays by
multiple assessors in order to arrive at proficiency
levels for each one. We report on our analyses
of the features and statistics found in the result-
ing dataset, correlations with proficiency level, and
ways in which we think this dataset enables fu-
ture research into the writing process. In partic-
ular we believe that the dataset can be used to
associate keystroke patterns and dynamics with

1http://www.coe.int/lang-cefr

http://www.coe.int/lang-cefr
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proficiency levels in research around automated
essay assessment. We also propose that by de-
tecting when writers are struggling with linguis-
tic constructions we can offer supportive interven-
tions which aid in text completion and language
learning. The dataset also offers the possibility
of cognitive and linguistic analyses into the ways
that texts are constructed and the smaller struc-
tures which underpin sentences and paragraphs.
The King’s College London & Université Paris Cité
Keys (KUPA-KEYS) dataset is publicly available
for non-commercial use2 and our research code for
data collection is open-source as detailed in Sec-
tion 3.

2. Related Work

Previous studies on keystroke data have been
wide-ranging, at times analysing individual vari-
ation for stylometric or biometric purposes (Giot
et al., 2009; Roffo et al., 2014; Plank, 2018; Udan-
darao et al., 2020). Such was the success of indi-
vidual identification, documented in numerous pa-
pers (Tappert et al., 2010; Stewart et al., 2011;
Monaco et al., 2012, 2013; Kang and Cho, 2015),
that it has been used for security and authentica-
tion purposes – though in turn this brought risks of
adversarial attacks and impersonation which had
to be addressed (Monaco and Tappert, 2016). The
biometric work using keystroke data for security
reasons has continued into the deep learning era
of neural network machine learning (Acien et al.,
2020; Maiorana et al., 2021; Stragapede et al.,
2023).

Other applications of keystroke analysis include
cognitive science research into pausing during writ-
ing, and the underlying reasons for it (Galbraith
and Baaijen, 2019), as well as investigations intro
translation processes (Schaeffer et al., 2016) and
the causes of spelling errors (Baba and Suzuki,
2012). Keystroke data has also been used as
additional features for improving natural language
processing tools (Goodkind and Rosenberg, 2015;
Plank, 2016), and has been used in linguistic anal-
yses of hierarchical structures emerging as written
texts take shape (Ballier et al., 2019; Leijten et al.,
2019; Mahlow et al., 2022).

Of most relevance to our work are previous
keystroke datasets, including password studies
(Giot et al., 2009) and longer texts (Tappert et al.,
2010; Monaco et al., 2012); as well as research
into the relationship between keystroke behaviour
and writing quality (Zhang et al., 2016), the use

2Available from https://huggingface.co/
datasets/ALTACambridge/KUPA-KEYS under
a Creative Commons Attribution Non-Commercial
Share-Alike 4.0 International licence.

of features derived from keystroke data in auto-
mated writing evaluation (Chukharev-Hudilainen,
2019; Chukharev-Hudilainen et al., 2019), and in-
application support based on the detection of writ-
ing errors (Mahlow, 2015).

Datasets generated from participants transcrib-
ing a fixed-text are more common, (Allen, 2010,
Teh et al., 2011, Feit et al., 2016, Fierrez et al.,
2010, Idrus et al., 2013, Giot et al., 2012) with
the largest being reported in Dhakal et al. (2018),
consisting of 136 million keystrokes produced by
168,000 users. On the contrary, datasets that
include free-text are not as extensive and usu-
ally incorporate additional data from a transcription
task. One of the earliest datasets is Clarkson I
(Vural et al., 2014), comprising a total of 840,000
keystrokes produced by 39 participants answering
survey questions, transcribing a text, and creating
passwords.

Similarly, Banerjee et al. (2014) produced a
dataset where participants responded to business-
related questions either truthfully or deceptively.
Monaco et al. (2015) collected data from 64 un-
dergraduate students typing with both hands, left
hand only, and right hand only, while answer-
ing computer science-related questions during an
exam. Datasets in languages other than English
are also available, with the work of Gunetti and Pi-
cardi (2005) being in Italian and Montalvão Filho
and Freire (2006) including free-text data in Por-
tuguese.

One of the largest datasets available is de-
scribed in Sun et al. (2016), known as the Buffalo
dataset, comprising 2.14 million keystrokes from
148 participants. The authors provided keystroke
and mouse movement data across three sessions
per subject. Each session included a) transcription
of a speech, b) answers to query questions and de-
scriptions of a picture, and c) composing an email
and Internet surfing. Lastly, Murphy et al. (2017)
provides the Clarkson II dataset, where keystroke
data were collected in an uncontrolled environ-
ment from 103 subjects who used their computers
normally over 2.5 years, yielding a total of 12.6 mil-
lion keystrokes. Our dataset is distinct from the
ones above because we focus on essay writing
by both learners and native speakers of English,
with both text-copy and free-text composition. In
addition we have had the free-text essays graded
by trained but non-operational assessors of En-
glish, and make the dataset publicly available for
research use.

A new Kaggle shared task was launched in Oc-
tober 2023 that involved predicting overall writing
quality based on keystroke data3. The dataset
involved is a large collection of U.S. SATS es-
says (captured from 5000 participants), scored on

3“Linking Writing Processes to Writing Quality”.

https://huggingface.co/datasets/ALTACambridge/KUPA-KEYS
https://huggingface.co/datasets/ALTACambridge/KUPA-KEYS
https://www.kaggle.com/competitions/linking-writing-processes-to-writing-quality
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a scale of 0-6, with all alphanumeric characters
anonymised. Even though our dataset is smaller,
the essays are scored on a scale of 0-12, as ex-
plained below, and the alphanumeric characters
are preserved. Furthermore, we have included ad-
ditional keystroke log data obtained from a tran-
scription task. This data may act as a user-specific
baseline, allowing for the creation of calibration
features; features that can be utilized during the
model-building process to cater to personalized
applications. It is crucial to note that each indi-
vidual possesses a unique typing pattern (Leggett
et al., 1991; Peacock et al., 2004; Karnan et al.,
2011), therefore we should attempt to capture
these differences for enhancing model effective-
ness and precision.

3. Text Authoring Interface

In order to collect user-generated texts and asso-
ciated keystroke data, we built our own custom
GitHub Pages site4 with text editing functionality
and JavaScript keylogging plug-in5. The choice of
programming language is important. JavaScript is
the de facto language of the web and can be run
by any standard web browser. This is useful be-
cause it means that our software can run directly
on any user’s machine through a browser without
any installation. Also, because the web standards
are more stable and open than internal APIs built
to capture keylogging in proprietary software such
as Microsoft Word, the tool is both relatively stable
and easy to adapt to new use cases.

Another benefit of JavaScript is that it has ex-
cellent support for processing user inputs such as
keypresses and mouse movement. The language
is designed around the principle of asynchronous
computation, meaning that the timestamp data
should remain accurate even on a slower ma-
chine or during a period of fast typing. Time
records in JavaScript are recorded in milliseconds
and should be accurate to within ±5 milliseconds
(Mozilla Foundation, 2023).

The data capture interface stores each submis-
sion data in JSON format, consisting of an array
of objects where each object represents an event.
To create a more informative dataset, we include
both user-related and system-related events. User-
related events encompass raw information about
key down, key up, and mouse clicks. System-
related events, on the other hand, comprise de-
tails like the actual modifications made to the con-
tent, capturing which characters were added or re-

4Source code: https://github.com/
CambridgeALTA/keylog-pages

5The JavaScript keylogger is available in an open-
source GitHub repository: https://github.com/
statsmaths/keylog

moved, as well as periodic captures of the full text
in the text box. More details are provided in the
Dataset Description section and there is a screen-
shot of the authoring interface in the Appendix.

4. Data Collection

We recruited more than one thousand participants
using the Prolific crowdsourcing platform6. Partic-
ipants were first of all directed to a Qualtrics sur-
vey in order for us to obtain some useful meta-
data, informed consent and provide task instruc-
tions. The metadata we asked for included age,
country of residence, native language, keyboard
layout, hours per day spent on a computer, years
learning English, daily exposure to English, other
languages known, level of English and level of ed-
ucation. We only allowed participants who were
using either a desktop or a laptop in our study (as
opposed to mobile devices) – which was initially
filtered by Prolific, but also the keylogger captures
additional device information from the user such
as operating system and browser version.

After the survey, participants were redirected
from Qualtrics to our text authoring site. Partici-
pants were required to complete two writing tasks:
a copy-text task (task 1) & an essay-writing task
(task 2). The copy task involved re-writing a pro-
vided text, a 300-word excerpt from a Steve Jobs
speech which was chosen as it contains a high
number of distinct English digraphs (197). Addi-
tionally, this excerpt is employed as one of the
tasks in Sun et al. (2016) – although our dataset
serves a different purpose, it has the potential to
contribute to the improvement of datasets for user
authentication applications.

The essays were written in response to a ran-
dom selection from a set of 10 ‘just for fun’ prompts
from the English learning platform Write&Improve7.
The just for fun prompts were chosen, as opposed
to level-specific prompts, as they are deliberately
creative, suitable across different proficiency lev-
els, and tend not to elicit personal information.
This is as opposed to prompts which are targeted
at beginners of English, for instance, or on topics
which entail students writing about daily routines,
hometowns or family structures. Two examples of
the ten just for fun prompts are given below:

• A Special Place. If you could be anywhere in
the world right now, where would you choose
to be? Describe the place. Why do you want
to be there?

• Unforgettable. Write a short story with the title
‘Unforgettable’. Your story must have a begin-

6https://www.prolific.com/
7https://writeandimprove.com

https://github.com/CambridgeALTA/keylog-pages
https://github.com/CambridgeALTA/keylog-pages
https://github.com/statsmaths/keylog
https://github.com/statsmaths/keylog
https://www.prolific.com/
https://writeandimprove.com
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ning, a middle and an end. The end must be
surprising.

After a pilot study, we found that these two tasks
took approximately 30 minutes to complete on av-
erage. We paid participants £7.5 GBP / $9.2 USD
for answering the metadata-related questions and
completing the tasks satisfactorily. In the end af-
ter collecting all data, we found that the partici-
pants had spent an average of 33.9 minutes for
completing the survey, allocating 9.6 minutes to
the copy-text task and 13.4 minutes to the essay-
writing task.

Our first requirement for data approval was that
the submitted essays should be at least 80% of
the minimum stated length: initially 250 words
but later 150 words, for reasons explained be-
low. We reviewed participants’ data in order
to detect and reject texts which had obviously
been copy-pasted from external sources, or gen-
erated by pre-trained large language models. The
former was addressed by identifying anomalous,
bursty keystroke patterns, with ongoing efforts be-
ing made to handle the latter.

For instance, we utilized open-source
generative-AI text classifiers, such as the tool
released by OpenAI on January 31st, 2023.
However, this tool was discontinued six months
subsequent to its release due to its low accuracy.
Consequently we have opted not to dismiss
any submissions flagged by OpenAI’s detection
tool. Instead we decided to reject submissions
only when clear evidence of copied and pasted
text from external sources is identified. We do
not reject essays in cases where keystrokes
suggest low cognitive effort (e.g., continuous
typing without revision), as this could occur not
only when transcribing text from other sources but
also when cognitive skills and working memory
are sufficiently robust to generate responses
on-the-fly while typing.

After completing the writing tasks, participants
were asked to download their keystroke data from
the site (stored locally for privacy reasons), and
submit to us via Qualtrics. Subsequent approval
and payment processing were administered on
Prolific. We recruited 1,045 participants in three
phases of crowdsourcing. The only difference in
data collection was that after the first cohort we
lowered the minimum essay length from 250 words
to 150 words in order to attract more learners of
English at lower proficiency levels.

Our motivation and focus for this research is on
learners of English and their typing patterns at dif-
ferent levels of proficiency. Nevertheless we al-
lowed native speakers of English to take part in the
Prolific study, in order to have control data relating
to how people type in English in general, so that
we could identify patterns of typing which might be

W&I score CEFR level
0 –
1 A1.i
2 A1.ii
3 A2.i
4 A2.ii
5 B1.i
6 B1.ii
7 B2.i
8 B2.ii
9 C1.i

10 C1.ii
11 C2.i
12 C2.ii
13 C2.ii

Table 1: How scores from the W&I automarker
map to CEFR levels. Note that 13 is intended to
map to C2.iii but we only used a scale of 0-12 and
so map 13 to C2.ii.

specific to learning English. Note that we view the
native speakers in our study as controls not mod-
els for the learners. There is a long-running de-
bate about putting native speakers on a pedestal
in language teaching and assessment, with per-
suasive arguments against doing so (Phillipson,
1992; Cook, 1999; Alptekin, 2002) while others
describe the potential value in presenting native
speaker varieties to learners for context (Timmis,
2002; Adolphs, 2005).

Overall, 178 of our 1,045 participants self-
identified as native speakers of English (approxi-
mately 17%); of the non-native speaker remainder,
only 2% identified as beginners learning English,
38% identified as intermediate, and 60% identified
as advanced.

5. Data Processing

As described above, participants declared them-
selves to be native speakers of English or not, and
any non-native speakers of English were asked
to report their proficiency level. Besides this in-
formation, we also obtained automatic grades for
the submitted essays from the text API which is
used by Write & Improve (W&I), an L2 learning
tool that offers learners estimated grades and error
feedback on their open writing. The W&I-specific
generic multi-level CEFR grader/scorer for English
texts estimates the language level on a scale from
0 to 13. Note that we round the floating point val-
ues from the automarker to the nearest whole num-
ber.

These integer scores can then be straightfor-
wardly mapped to the CEFR scale, as shown in
Table 1. Zero is a failure to register on the scale,
1 maps to A1.i, 2 maps to A1.ii, a score of 3 maps
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to A2.i, and so on. In other words, there are two
partitions within each of the six major CEFR levels.
A top score of 13 was intended in the design of
the automarker to mean C2.iii – for an essay even
better than C2.ii. In our case we map a score of
13 to C2.ii because we did not ask human asses-
sors to use this grade, since a bifurcation for each
CEFR level is conceptually more straightforward
than having bifurcations for levels A1-C1 then 3
grades for C2.

In parallel, we asked three qualified but non-
operational assessors to grade the essays on the
0-12 scale described above (not using the maxi-
mum score of 13 used by the W&I automarker). It
is important to note that this is not the usual way of
arriving at a CEFR level for a learner of English: for
one thing, language assessment is normally multi-
skilled, including speaking, reading and listening
skills, not just essay writing. For another, the es-
say prompts were ‘just for fun’, meaning that they
are not in the usual style for a language exam and
do not elicit the usual constructions and lexis. In
addition, operational examiners most often assess
texts submitted to an exam with a specific profi-
ciency level and with assessment criteria relevant
to that level. Applying a raw CEFR level to widely
differing texts without reference to specific assess-
ment criteria is unusual and challenging. Neverthe-
less, even with these caveats in mind, it gives us
some information about text quality of the essays
and how that might relate to keystroke patterns.

From carrying out this human annotation step,
35 of the 1,045 essays were rejected by at least
one of the assessors for one of several reasons
– the most common reasons were that the essay
was off-topic for the given prompt, offensive or po-
tentially distressing in some way. These 35 essays
are not included in the public release of this dataset
as it would be inappropriate to do so. Addition-
ally, 4 submissions were subsequently removed af-
ter further review revealed that those participants
were using a tablet, which was against our sub-
mission guidelines. Therefore the public release
features 1,006 appropriate essays which were on
topic and unaffected by the problems listed above.
This is also the dataset we describe and analyse
below.

6. Dataset Description

Following the acquisition of raw data from
Qualtrics, we conducted a thorough data clean-
ing process to streamline the generation of three
primary tables, conveniently saved in CSV format.
The first table encompasses a wealth of submis-
sion details, including metadata and demographic
information, along with the evaluations by three hu-
man assessors and the W&I automarker. Addi-

tionally, it features the original prompts, the final
submitted text, and post-text processing attributes
such as word counts per task and task completion
times. A comprehensive explanation of the table’s
columns is available in the Appendix.

With regards to the keystroke log data, each
JSON file associated with individual tasks was thor-
oughly processed and reformatted. This modifi-
cation allowed for the generation of two compre-
hensive tables, showcasing the collective data of
all participants in a convenient CSV format. Each
row in the tables is precisely aligned with a dis-
tinct event, which is categorized as either user-
related or system-related. This deliberate organi-
zation and representation of the data enhances its
clarity and facilitates more accurate and efficient
analysis. For each table, the fields available are:

• id: the user’s anonymised number. This is to
be used for the correspondence between the
keystroke log data and the annotations.

• time: timestamp of the event, in milliseconds
since the application was started.

• type: the event type. The possible values
are down when a keyborard key is pressed,
up when a keyboard key is released, click
for a mouse click, insert when the con-
tent of the text-box is updated, and capture,
which is periodically triggered to save the cur-
rent text-box state.

• key: for key press and release events, this is
the actual value of the key.

• key_code: for key press and release events,
this is the name of the physical key on the key-
board rather than the specific layout chosen
by the user. The values are associated with a
US-based QWERTY layout.

• alt_key: indicator of whether an alt key is
also pressed at the time of the event.

• ctrl_key: indicator of whether a control key
is also pressed at the time of the event.

• meta_key: indicator of whether a meta key is
also pressed at the time of the event.

• shift_key: indicator of whether a shift key
is also pressed at the time of the event.

• is_repeat: indicator of whether this is a key
that is automatically repeating because the
key is held down.

• range_start: At the time of the event, the
location as an integer offset in the text-box of
either the cursor or the start of any selected
text.

• range_end: At the time of the event, the lo-
cation as an integer offset in the text-box of
either the cursor or the end of any selected
text.
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Figure 1: The distribution of marks for the 1,006
essays in the dataset, on a scale from 0 to 12
(scores of 0 and 1 do not feature), with subplots
for each of the 3 human markers (H1, H2, H3) and
the Write&Improve automarker (W&I).

• text: the text in the text-box when there is a
capture event type. This may also be pop-
ulated when there is an insert event type,
with the content added to the text-box.

Note that the key values are useful for deter-
mining which keys are produced in the text editor.
Values from key_code are useful to determine
a user’s keyboard layout and to sync keypress
events with key release events; note that ‘key‘ is
not reliable for this task because the state of the
alt/ctrl/meta/shift keys may have changed. Also,
one cannot accurately determine the state of the
alt/ctrl/meta/shift key modifiers from their Boolean
values alone because a user may have caps-lock
or alt-lock turned on. Their usage is primarily for
use in understanding how a user is physically typ-
ing. A more detailed explanation is available in the
Appendix.

7. Inter-annotator Agreement

To measure inter-annotator agreement on es-
say proficiency, we report root-mean-square de-
viation (RMSD), Spearman’s rank correlation,
and Gwet’s agreement coefficient with quadratic
weights (Gwet, 2002). This follows Yannakoudakis
and Cummins (2015)’s recommendation for evalu-
ating the performance of automated text scoring
systems. Gwet’s AC is a chance-adjusted agree-
ment statistic similar to Cohen’s kappa, except that

H1 H2 H3 W&I
H1 – 0.633 0.711 0.574
H2 0.633 – 0.567 0.563
H3 0.711 0.567 – 0.514

W&I 0.574 0.563 0.514 –
Avg 0.639 0.588 0.598 0.550

Table 2: Spearman’s rank correlations between
each marker: the three human assessors (H1, H2,
H3) and the Write&Improve automarker (W&I). The
average of correlations is also reported (Avg).

it is based on expected disagreement rather than
expected agreement. This mitigates a common
problem with essay grading whereby imbalanced
classes might lead to a low value of kappa even
when agreement is high. Quadratic weighting is
preferred so as to penalise larger disagreements
more severely than those differing by only a single
grade. The latter scenario can often result from
essays near the borderline between grades.

With the remaining 1,006 essays, Gwet’s AC
amongst the three markers and the automarker
was 0.854. This is a good level of agreement; how-
ever we do find that the individual assessors have
different marking traits. We show the distribution
of marks by each of the human assessors and the
automarker in Figure 1. It is apparent that one of
the human assessors is relatively strict (H2), one is
relatively lenient (H3) and the other is more evenly
distributed around the middle of the marking scale
(H1) similarly to the W&I automarker. This obser-
vation serves as a reminder as to why it is good
practice to multi-mark for high stakes exams, and
illustrates how automarkers can avoid some indi-
vidual biases held by human markers.

Spearman’s rank correlations for each pair of
markers are shown in Table 2. The correlations
are on the whole strong, in that they are all >0.5
and statistically significant (p < 0.0001), but it is
noticeable that the judgements of the human as-
sessors correlate with each other more than they
do with the automarker. This could be a reason
to ignore the automarker scores, except that we
also find H2 and H3 correlating with each other to
the same degree as the human markers do with
the automarker. It is clear that H1 correlates most
strongly with the other markers and the W&I au-
tomarker.

Finally, we calculate RMSD between each mark-
ing pair, including the three human markers and
W&I automarker. We also show the RMSD com-
pared to Havg – the average of human marks (i.e.
not including the automarker). We use RMSD
rather than root-mean-square error because there
is no clear ‘ground truth’ in terms of essay assess-
ments, but rather we are working towards it. There-
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Havg H1 H2 H3
H1 0.622 - - -
H2 1.288 1.487 - -
H3 1.371 1.695 2.586 -

W&I 1.543 1.708 2.241 1.770

Table 3: Pairwise RMSD between all markers.
Havg denotes the average mark received from all
human assessors.

A2 B1 B2 C1 C2
4 111 549 323 19

0.4% 11% 54.6% 32.1% 1.9%

Table 4: The count of approved essays in the
dataset by CEFR level (row 1), calculated as the
mean scores from three human assessors and the
Write&Improve automarker. In row 2 we show the
proportional distribution of essays by CEFR level
out of the total 1,006 essays in the dataset. There
were no essays deemed to be level A1.

fore we opt for RMSD in order to report on the level
of divergence in judgements. Pairwise RMSDs are
shown in Table 3 where values of less than 1 indi-
cate that on average the pair deviate by less than
a micro-CEFR level in their assessments. Values
greater than 1 indicate that the pair tend to devi-
ate by more than a micro-CEFR level, and values
greater than 2 represent a whole CEFR level’s dif-
ference in judgements across the dataset. We find
that H1 is closest to the mean of human marks
and has the lowest deviation from other markers
including the automarker. H3 diverges most from
the human average but it is H2 who is involved in
the highest RMSD value of all (with H3) and has
the highest RMSD with the W&I automarker.

Finally, we calculate the mean of the four scores
for each essay – from the three human asses-
sors and the automarker – and include these in
the dataset release rounded to the nearest inte-
ger from 0 to 12, and mapped to the appropriate
CEFR grade. We show the distribution of the six
macro CEFR levels in the essays dataset in Ta-
ble 4. It is evident that the majority were assessed
to be upper intermediate level (CEFR B2) with the
next biggest tranche being advanced (C1). A small
number were lower intermediate (B1) and ‘profi-
ciency’ (C2). Only a few were ‘basic level’ A2 and
none were beginner A1.

8. Data Analysis

Regarding demographic data, Polish was the most
commonly reported native language among our
participants, constituting 20% of the responses. It
was closely followed by English and Portuguese,
each comprising 17% of the total. Other repre-

sented native languages included Spanish (12%),
Italian (9%), and Greek (5%), with the remain-
ing participants reporting a variety of 37 other lan-
guages. In terms of age distribution, 25% of the
participants were between 18 and 23 years old,
and the median age was 26 years. Furthermore,
25% of the participants were above 32 years old.
In relation to keyboard usage, a significant major-
ity of 89% of the participants reported using a QW-
ERTY keyboard layout, while the QWERTZ layout
was the next most popular, used by 7% of respon-
dents.

Additionally, we compared the survey comple-
tion duration between native English speakers
(NS) and non-native English speakers (NNS) us-
ing the Kolmogorov-Smirnov (K-S) test. The cal-
culated K-S statistic was found to be 0.10, with
a p-value of 0.10, suggesting no significant differ-
ence between NS and NNS in terms of the time
required to complete the survey. Similar results
were observed when comparing the task-specific
completion times, indicating that NS did not gen-
erally complete the tasks more quickly than NNS
(KS = 0.1, p = 0.08). Contrarily, a significant dif-
ference was observed for the average marks re-
ceived (KS = 0.47, p < 0.001), where NS achieved
higher marks, as expected. To assess the rele-
vance of essay scores to the prompt type, pair-
wise K-S tests were performed on the marks re-
ceived across different prompts. These tests re-
vealed that the prompt Write a short story with
the title ”Unforgettable” resulted in higher essay
scores amongst other prompts.

Moreover, we observed a weak correlation be-
tween the time spent on the essay task and the
average mark received, both from human mark-
ers and the automarker (r = 0.09, p = 0.003). In
contrast, we observed a moderate negative corre-
lation between the time they spent on the copy-text
task and the average mark received on the essay-
writing task (r = −0.27, p < 0.001), implying that
fast typists could generally achieve higher marks.
Additionally, a moderate correlation was noted be-
tween the average mark received on the essay
task and the number of keystrokes (r = 0.43, p <
0.001), and a stronger correlation was evident be-
tween the number of words and the average CEFR
score (r = 0.51, p < 0.001), aligning with expecta-
tions based on previous studies (Crossley et al.,
2011; McNamara et al., 2015; Ke and Ng, 2019;
Ramesh and Sanampudi, 2022). Similar correla-
tion results are shown in Table 5, while Figure 2
provides a visual representation of some aspects
of our analysis.

Finally, we conducted statistical testing at the
keystroke level. More specifically, for each user
and for each task, we computed the key press la-
tency tPL (i.e., the time interval between consecu-
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Figure 2: Top left: density of total completion time for native English speakers and non-native English
Speakers. Top right: Average marks for different prompt ids. Bottom left: Estimations of the distribu-
tions of the time spent on task 2 for distinct CEFR scores achieved. Bottom right: Pearson’s correlation
between the number of events on task 2 and the average mark.

Variable r
Age +0.10**
Hours spent on a computer per day -0.04
Hours exposed to English per day +0.18***
Number of years learning English +0.18***
Time needed to complete the survey -0.06
Time needed to complete task 1 -0.27***
Time needed to complete task 2 +0.09**
Number of keystroke log events in task 2 +0.43***
Number of words in task 2 +0.51***

Table 5: Pearson’s correlation coefficients be-
tween different variables and the average mark re-
ceived by the human markers and the automarker.
2 asterisks indicate p values less than 0.01; 3 as-
terisks indicate p values less than 0.001.

tive key down events). For each participant, the
distribution of tPL samples for the copy-text task
is expected to be different from that of the essay-
writing task, due to the anticipated greater cogni-
tive load in the latter. In fact, one would expect the
distribution of the essay-writing task to be bimodal
due to pauses while thinking, and bursts while typ-
ing (Locklear et al., 2014; Baaijen and Galbraith,
2018; Conijn et al., 2021; González et al., 2021).
Since the tails of these distributions are important,
we decided to perform an Anderson-Darling test.
Participants for which the corresponding p-values
are high, indicate cases where the copy-text task
and the essay-writing task are not statistically dif-
ferent in terms of the key press latency distribu-
tion, thus they could subsequently indicate cases
where the answers are either memorised or tran-

scribed from external sources. As described ear-
lier, we decide to still keep those submissions in
our dataset but highlight the importance of further
considerations. Notably, 200 submissions exhib-
ited a p-value exceeding 0.05. Additional details
can be found in the Appendix.

9. Conclusions & Future Work

In this paper we have introduced the new KUPA-
KEYS dataset which includes keystroke data from
1,006 participants. The participants were native
speakers and non-native speakers of English who
wrote two texts: a copy-text task of 300 words,
and an essay-writing task responding to one of
ten prompts. The dataset also includes meta-
data about the individual participants such as age,
location, level of English and other languages
known. In addition our JavaScript keylogger is
open-source, and we make our data collection
website freely available for the sake of reproducibil-
ity.

We annotated the essays with proficiency as-
sessments from both human assessors and a pre-
trained automarker. We found a decent level of
agreement amongst these assessors, while also
finding different tendencies, and use the average
of the scores to determine an approximate profi-
ciency level for each essay on the CEFR scale.
Our initial analyses revealed that the time spent
on the task only weakly correlated with the mark
received, whilst the number of keystrokes (and
thereby number of words) held a stronger corre-
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lation. The dataset carries the potential for further
analyses of typing patterns, indications of complex
word and character sequences, and identification
of hierarchical structures in the writing process per
Ballier et al. (2019) and Leijten et al. (2019).

In parallel we are working on visualisation tech-
niques to show pauses and chunks in student writ-
ing, as teaching aids for language learners. We
note that pauses can indicate a number of author
behaviours, including reflection, distraction, and
difficulty in finding the right word or phrase to con-
tinue composition (Banerjee et al., 2014). If we can
distinguish between these types of pauses, then it
may enable writing assistance through well-timed
interventions. For instance, if we can successfully
identify when writers are struggling with linguis-
tic constructions then we can offer writing assis-
tance accordingly (Conijn et al., 2021). This sup-
port could be in the form of writing suggestions, a
chatbot or dictionary look up tools. In some cases
we can make this kind of writing support pedagog-
ically useful for learners of English.

Other future work includes the use of features
derived from keystroke data to enhance essay as-
sessment models (Chukharev-Hudilainen, 2019).
Features have been used in ‘classical’ machine
learning approaches, such as linear regression,
decision trees, and so on, but to the best of our
knowledge keystroke information has not been
incorporated into Transformer-based assessment
models of the kind currently being developed
(Mizumoto and Eguchi, 2023). One reason we
wish to release this dataset is to enable others to
work with it on projects such as the ones described
in this section.

Finally, the continuing challenge of generative-
AI text detection is acknowledged in recent litera-
ture (Krishna et al., 2024; Sadasivan et al., 2023),
signifying a necessity for increased endeavour in
this domain. Moreover, it is plausible to hypoth-
esize that, given our dataset comprises the com-
plete history of keystroke log data, one might ex-
plore the absence of cognitive effort exhibited dur-
ing text production – a phenomenon evident when
text is transcribed from alternative sources. For in-
stance when comparing the typing speeds for the
two tasks – one a copy task and the other cre-
ative writing – the difference is stark: a mean in
our dataset of 37 words per minute for the former
and 21 words per minute for the latter. We are cur-
rently reviewing the keystroke data to identify sus-
picious bursts of text or copy-paste events which
might be signs of plagiarism from other sources in-
cluding generative AI. We will release the scripts
and annotation from this review in a later update
to the public dataset.This exploration may poten-
tially facilitate the advent of novel research towards
generative-AI text detection based on event-based

information including keystrokes.

10. Ethics & Limitations

It is important to consider privacy concerns when
collecting keylogging data. In addition to academic
applications, keylogger applications also feature
prominently in many illegal data hacking attempts
and questionable marketing tactics by large cor-
porations. Our JavaScript data capture interface
works by storing all of a typist’s data locally on a
user’s machine in what is called the Document Ob-
ject Model (DOM). No data is automatically sent
to a remote server. Thus the user could download
their keystroke data locally and had to agree to sub-
mit it to us. Future work in this area may involve re-
mote keystroke logging which brings ethical impli-
cations, including the need to properly inform par-
ticipants as to the data being collected, and the
need to safely store it. One possible ethical solu-
tion for academic research and educational appli-
cations could be to immediately extract the kind of
keystroke metrics and features discussed in this
paper and discard the raw data.

We are interested in future work exploring cogni-
tive models, linguistic analyses (Pacquetet, 2024)
and educational applications for keystroke data.
We believe that the first two are justified as scientif-
ically interesting areas of research; with regard to
educational applications, whenever collecting data
from end-users it is important to do so in an eth-
ical way that allows individuals to opt out if they
wish, and to make use of the data in ways that we
can demonstrate are useful in the short-term, non-
intrusive, and potentially enhance learning in the
long-term.
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A. Appendix

A.1. Data Collection

Figure 3: Screenshot of the data collection interface for task 2, the essay writing task.

A.2. Dataset Description
The table KUPA-KEYS-META.csv of demographic data, metadata, and pre-processed data extracted
from the keylogger includes the following 38 columns:

id: The unique user id that participated in the survey. This is not connected with the participants’
Prolific identification number. It is the submission number extracted from Qualtrics.

navigator_useragent: This value is extracted from the keylogger application and contains information
about the user’s web browser and device.

navigator_language: This value extracted from the keylogger application and contains information
about the user’s preferred language setting in their web browser. This setting is typically determined
based on the user’s browser preferences or system settings.

age: Response to the question ”What is your age in years?”. The value is an integer in [18,99].

handedness: This is the participants’ response to the question ”Are you right-handed, left-handed, or
ambidextrous”. The value is in the set Right-handed, Left-handed, Ambidextrous.

comphours: Response to the question ”How many hours per day do you spend on a computer?”.
The value is an integer in [0,24].

layoutcomf: Response to the question ”Which keyboard layout are you most comfortable with?”. The
value can be QWERTY, QWERTZ, AZERTY, IDK (I don’t know), or Other (specified in a text box).

layoutnow: Response to the question ”Which keyboard layout are you using now?”. As previously,
the value can be QWERTY, QWERTZ, AZERTY, IDK (I don’t know), or Other (specified in a text box).
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comptype: Response to the question ”Are you using a desktop or a laptop now?”. The value is in
Desktop, Laptop. Note that in this survey we only allowed using a desktop computer or a laptop.

countryres: Response to the question ”What is your current country of residence?”. A full compre-
hensive list of countries was provided as a drop down list.

nativelang: Response to the question ”What is your native language?”. A full comprehensive list of
countries was provided as a drop down list.

englishyears: Response to the question ”How many years have you been learning English?”. This
question was provided to non-native English speakers only. The value is a float number.

englishcountrymonths: Response to the question ”How much time (in months) have you spent in
an English-speaking country over the last 3 years?”. This question was provided to non-native English
speakers only. The value is an integer in [0,36].

englishexposure: Response to the question ”How many hours per day are you exposed to English
on average?”. This question was provided to non-native English speakers only. The value is an integer
in [0,24].

otherlanguages: Response to the question ”Besides your native language and English, what other
languages do you speak? Choose the language you are most comfortable with”. A full comprehensive
list of countries was provided as a drop down list.

cefrself: Response to the question ”Do you consider yourself a beginner (A1, A2), intermediate (B1,
B2), or advanced (C1, C2) user of English?”. This question was provided to non-native English speakers
only. The value is in the set ’Advanced (C1, C2)’, ’Beginner (A1, A2)’, ’Intermediate (B1, B2)’, or null in
the case of native English speakers.

cefrlevel: Response to the question ”If you have passed an English language exam, please let
us know your highest level on the CEFR scale”. The value is in the set ’I have not taken an English
language exam’, ’My CEFR level is A1 or A2’, ’My CEFR level is B1 or B2’, ’My CEFR level is C1 or C2’.

cefrwhen: Response to the question ”In which year did that assessment take place?”. This question
was provided only to participants who reported they’ve passed an English language exam in the previous
question.

educ: Response to the question ”What is the highest degree or level of education you have com-
pleted?”. The options provided were ”High School”, ”Bachelor’s Degree (e.g., BSc, BA, MB, etc.)”
”Master’s Degree (e.g., MSc, MEng, MRes, etc.)”, ”Doctoral Degree or higher (e.g., PhD, MPhil, etc.)”,
or ”Other (please specify)”.

time: The total time (in seconds) the participants needed to complete the survey, including the two
tasks.

task1_time: The time (in seconds) the participants spent in the copy-text task.

task2_time: The time (in seconds) the participants spent in the essay-writing task.

task1_events: The number of events recorded by the keylogger for the copy-text task. Note that this
figure includes both user-related events and system-related events.

task2_events: The number of events recorded by the keylogger for the essay-writing task. Note that
this figure includes both user-related events and system-related events.

task1_words: The number of words in the final submitted text for the copy-text task.
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task2_words: The number of words in the final submitted text for the essay-writing task.

cohort: The cohort number the participant. There were three cohorts. For the first cohort, the
minimum number of words for the essay-writing task was specified as 250. This cohort also includes
native English speakers. For cohorts 2 and 3, the minimum number of words was reduced to 150.
There is no other difference between these cohorts, other than the season of when the survey took place.

prompt_id: An integer specifying the prompt id for the essay-writing task. Each participant was
randomly allocated to a prompt out of ten options.

prompt: The actual essay prompt (as text).

answer: The final submitted answer of the user in the text box.

mark_a0: The mark of the automarker (W&I) as an integer in [0,12] on the submitted essay.

mark_h1: The mark of the first human marker as an integer in [0,12] on the submitted essay.

mark_h2: The mark of the second human marker as an integer in [0,12] on the submitted essay.

mark_h3: The mark of the third human marker as an integer in [0,12] on the submitted essay.

cefr_a0: The CEFR level predicted by the automarker on the submitted essay.

cefr_h1: The CEFR level from the first human marker on the submitted essay.

cefr_h2: The CEFR level from the second human marker on the submitted essay.

cefr_h3: The CEFR level from the third human marker on the submitted essay.

For the copy-text task and the essay-writing task we provide two more tables,
KUPA-KEYS-TASK-1.csv and KUPA-KEYS-TASK-2.csv. For each table, each row corresponds to
an event and includes the 13 following columns:

id: The participant’s identification anonymised number. This is to be used for the correspondence
between the keystroke log data and the entries in the table KUPA-KEYS-META.csv.

time: timestamp of the event, in milliseconds since the application was started.

type: the event type. The possible values are ’down’ when a keyborard key is pressed, ’up’ when a
keyboard key is released, ’click’ for a mouse click, ’insert’ when the content of the text-box is updated,
and ’capture’, which is periodically triggered to save the current textbox state.

key: for key press and release events, this is the actual value of the key pressed.

key_code: for key press and release events, this is the name of the physical key on the keyboard rather
than the specific layout chosen by the user. The values are associated with a US-based QWERTY layout.

alt_key: indicator of whether an alt key is also pressed at the time of the event.

ctrl_key: indicator of whether a control key is also pressed at the time of the event.

meta_key: indicator of whether a meta key is also pressed at the time of the event.

shift_key: indicator of whether a shift key is also pressed at the time of the event.

is_repeat: indicator of whether this is a key that is automatically repeating because the key is held
down.
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id time type key key_code alt_key ctrl_key meta_key shift_key is_repeat range_start range_end text

xa2 563.4 down ’I’ KeyI - - - True - 0 0 -

xa2 564.7 capture - - - - - - - - - ’I’

xa2 564.7 input - - - - - - - 1 1 ’I’

xa2 691.6 up ’I’ KeyI - - - True - 1 1 -

xa2 708.0 up ’Shift’ ShiftLeft - - - - - 1 1 -

xa2 708.3 down ’ ’ Space - - - - - 1 1 -

xa2 709.6 input - - - - - - - 2 2 ’ ’

xa2 835.6 up ’ ’ Space - - - - - 2 2 -

Table 6: Part of the keystroke log data for user with id xa2

range_start: At the time of the event, the location as an integer offset in the text-box of either the
cursor or the start of any selected text.

range_end: At the time of the event, the location as an integer offset in the text box of either the
cursor or the end of any selected text.

text: the text in the text box when there is a capture event type. This may also be populated when
there is an insert event type, with the content added to the text box.
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A.3. Demographic Data
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A.4. Comparison of keystroke log data between tasks
For each participant, we compared the key press latency (i.e., the time interval between two consecutive
key down events) tPL for the copy-text task and the essay-writing task with an Anderson-Darling test.
When the p-value of this test is high, there is evidence that the cognitive effort of the participant for the
essay-writing task is not much different than for the copy-text task. This could potentially imply that the
participants were transcribing text from other sources. Figure 4 shows the sorted p-values over 1,006
submissions.

Figure 4: Anderson-Darling test p-values between the key press latency samples between the copy-text
task and the essay-writing task of each participant. Submissions for which the p-value are large may
imply similar cognitive efforts between the two tasks.
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