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Abstract 
The intelligent chatbot takes dialogue sentiment prediction as the core, and it has to tackle long dialogue sentiment prediction 
problems in many real-world applications. Current state-of-the-art methods usually employ attention-based dialogue 
sentiment prediction models. However, as the conversation progresses, more topics are involved and the changes in 
sentiments become more frequent, which leads to a sharp decline in the accuracy and efficiency of the current methods. 
Therefore, we propose a Multi-round Long Dialogue Sentiment Prediction based on Multidimensional Attention (MLDSP-
MA), which can focus on different topics. In particular, MLSDP-MA leverages a sliding window to capture different topics 
and traverses all historical dialogues. In each sliding window, the contextual dependency, sentiment persistence, and 
sentiment infectivity are characterized, and local attention cross fusion is performed. To learn dialogue sentiment globally, 
global attention is proposed to iteratively learn comprehensive sentiments from historical dialogues, and finally integrate with 
local attention. We conducted extensive experimental research on publicly available dialogue datasets. The experimental 
results show that, compared to the current state-of-the-art methods, our model improves by 3.5% in accuracy and 5.7% in 
Micro-F1 score.  

Keywords: dialogue sentiment, chatbots, sliding windows, global attention, local attention  

1. INTRODUCTION 

Unlike traditional dialogue sentiment prediction, multi-
round long dialogue sentiment prediction typically 
involves more than twenty sentences (Wen et al., 
2023; Zhou et al., 2023). This characteristic of multi-
round long dialogue sentiment prediction poses new 
challenges. For example, in dialogues between 
intelligent chatbots (Huang et al., 2023; Calabrese et 
al., 2023) and customers, which can last for several 
hours, dozens of conversation topics may be involved. 
If traditional dialogue sentiment prediction methods 
are adopted, the sentimental dynamics of the 
conversation cannot be accurately captured. This is 
because traditional dialogue sentiment prediction only 
considers sentiment prediction for a single topic and 
does not take into account topic changes. If the 
conversation topic changes, the corresponding 
sentiment may also change. For instance, both 
parties in the conversation may have positive 
sentiment towards the "travel" topic, but negative 
sentiment towards the "weather" topic. If the 
sentiment prediction for the new topic is based on the 
sentiment of the previous topic, errors may occur. 
Multi-round long dialogues involve multiple 
conversations and multiple topics. Frequent topic 
changes require corresponding sentimental changes 
to adapt. Therefore, multi-round long dialogue 
sentiment prediction faces the challenge of multiple 
topic changes.  

Given those challenges, the academic community has 
proposed sentiment learning-based prediction 
methods and advocated for the construction of 
effective neural network models to predict dialogue 
sentiment. For example, Bothe et al. (2017) used long 
short-term memory (LSTM) networks to synthesize 
the influence of historical dialogues on current 
dialogue sentiment. Building on such research, Cai et 
al. (2020) introduced sentiment classification and 
emotion behavior classification methods to further 
refine the factors affecting dialogue sentiment, 

thereby improving the accuracy of dialogue sentiment 
prediction. Recently, attention-based dialogue 
sentiment prediction has received great attention from 
scholars, where pair-wise and seq-wise relationships 
(Wang et al., 2020) were effective methods that 
proposed a neural simulation model to simulate the 
next sentiment. To delve into the factors that influence 
current dialogue sentiment, Zou et al. (2022) 
discussed the distinction between emotion and 
sentiment and extracted terms such as joy, surprise, 
trust, anticipation, anger, disgust, concern, and 
sadness from dialogues to enhance the accuracy of 
dialogue sentiment prediction. 

Although proven to be effective, the methods based 
on sliding window for capturing contextual 
dependency, sentiment persistence, and sentiment 
infectivity have not been mentioned, which is a 
potential method to improve the accuracy of 
sentiment prediction in dialogue. For example, as 
shown in Figure 1, with the increase of historical 
dialogue, the topics involved also increase. If the 
historical topics cannot be effectively sorted out and 
distinguished, it will affect the efficiency and accuracy 
of the final sentiment prediction in dialogue. To 
alleviate this problem, we propose a multi-
dimensional attention-based multi-round long 
dialogue sentiment prediction model, MLDSP-MA. In 
particular, the sliding window technique is first 
leveraged to capture different topics. In each topic, 
contextual dependency, sentiment persistence, and 
sentiment infectivity are proposed to assist in 
predicting the sentiment of the dialogue. Furtherly, the 
local attention cross fusion mechanism of MSDP-MA 
merges contextual dependency, sentiment 
persistence, and sentiment contagion. To learn the 
sentiment in dialogue from a global perspective, the 
global attention fusion mechanism of MSDP-MA is 
proposed to exploit all the historical dialogue data to 
learn the sentiment in dialogue from a global 
perspective. It is essentially an attention-based 
decoder, as shown in Figure 2. Experimental results 
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show that our method outperforms the current state-
of-the-art methods. 

 
Figure 1: Topic change issue in sentimental prediction of multi-round long conversations. In Figure 1, on the left 

side, it is the existing methods for predicting dialogue sentiment, which learn the dialogue sentiment from all 

historical dialogues. Therefore, when encountering multi-round long dialogue scenarios, those methods not only 

have low accuracy but also low efficiency. On the right side of Figure 1, it is our MSDP-MA, which proposes a 

multi-dimensional attention approach using the sliding window technique. Experimental results show that it 

outperforms the existing state-of-the-art methods.

In summary, the main contributions of this paper can 
be summarized as follows.  

(1) The sliding window is first introduced to capture 
the statements/utterances within a topic, focusing on 
the current topic while traversing all historical 
dialogues. This provides a method to extend dialogue 
sentiment prediction to multi-round long dialogue 
sentiment prediction. 

(2) Multi-dimensional attention-based sentiment 
prediction is first proposed, which takes the pairwise 
interaction of contextual dependency, sentiment 
persistence, and sentiment infectivity within the 
sliding window as local attention, and the 
comprehensive sentiment iteratively trained from 
historical dialogue data as global attention. This 
provides a dialogue sentiment prediction method that 
combines local attention and global attention. 

(3) We demonstrate theoretically and experimentally 
that our proposed MLDSP-MA has better 
performance and competitiveness. 

2. RELATED WORK 

As mentioned above, conversational sentiment 
prediction for intelligent chatbots has been a research 
hotspot in recent years. However, the related work 
supporting this research involves many fields. 

2.1 Sentiment Extraction 

Since dialogue sentiment prediction originates from 
sentiment extraction, it is an important foundation for 
dialogue sentiment prediction. Guo et al. (2021) 
proposed an INIT-CNN model to extract sentiments 
from Weibo, which employs internet slangs, negative 
words, and emotional symbols to assist in sentiment 
extraction. Nezhad et al. (2022) proposed a CNN-
LSTM model to extract sentiments from Twitter, 
considering the relationship between attitude and 
sentiment. Wang et al. (2022) proposed a model 
called HASA to extract review sentiments on 

commodities from e-commerce websites, which has 
certain reference value in recommending products. 
Similarly, for the commodity reviews on e-commerce 
websites, Dadhich et al. (2022) proposed a hybrid 
rule-based model, while Zhang et al. (2022) proposed 
a model based on PMI and DC-PNC, which uses 
sequence labeling and syntactic analysis methods to 
extract new emotional words from commodity reviews. 
Bhuvaneshwari et al. (2022) employed self-attention 
mechanism to extract sentiments from commodity 
review information and solved the problem of data 
sparsity. Li et al. (2022) proposed a method called 
BiERU to extract sentiments from dialogue, which can 
quickly extract sentimental information. Qin et al. 
(2021) proposed a Co-GAT model based on 
cooperative interaction graph attention network for 
dialogue behavior recognition and sentiment 
classification. Chen et al. (2022) studied the transfer 
of sentiments between individual speakers and 
proposed a transformer-based dialogue sentiment 
extraction model. Ji et al. (2022) proposed an AFR-
BERT model for dialogue sentiment extraction based 
on attention mechanisms, considering the effective 
fusion and correlation of multimodal data. In summary, 
the rapid development of sentiment extraction has laid 
a solid foundation for dialogue sentiment prediction. 

2.2 Sentiment Analysis 

Sentiment analysis is a fine-grained task in the field of 
natural language processing. It is the core technology 
and challenge of dialogue sentiment prediction. 
Based on customer reviews on the Amazon shopping 
platform, Vanaja et al. (2018) analyzed the 
sentimental characteristics of the reviews and 
provided a rating method. Wang et al. (2018) 
proposed an LSTM model based on segment 
attention, which effectively analyzes the dependency 
between entities and sentimental expressions 
through linear-chain conditional random field (CRF). 
Huang et al. (2022) proposed an aspect-based 
sentiment analysis model, which calculates sentiment 
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scores by designing two asymmetrical context 
position weighting functions. Chen et al. (2019) 
developed a Transfer Capsule Network (TransCap) 
model that integrates sentence-level semantic 
analysis, aspect-level semantic analysis, and 
document-level semantic analysis. To analyze the 
importance of sentences in documents, Choi et al. 
(2020) proposed a deep neural network-based 
sentence classification model that automatically 
calculates the importance of sentences in documents 
through gate mechanisms. Similarly, Cao et al. (2022) 
also proposed a method to analyze the importance of 
sentences using user-enhanced pre-trained language 
models and user identity information. Chen et al. 
(2021) considered users' commenting and proposed 
the HUSN model for analyzing the importance of 
sentences. Obviously, sentiment analysis not only 
involves complex neural network models but also 
relates to human behavior and psychology. Therefore, 
it is the core technology and challenge of research on 
dialogue sentiment prediction. 

2.3 Sentiment Estimation 

Sentiment estimation is the process of predicting the 
sentiment of a sentence before it is spoken. 
Sentiment estimation is a practical application of 
dialogue sentiment prediction and has various 
applications in intelligent chatbots, online translation, 
and online diagnosis. For example, Gaonkar et al. 
(2020) developed a sentiment tag prediction system 
that can predict the sentiments of characters in stories. 
Li et al. (2019) established a unified model for 
sentiment extraction, sentiment analysis, and 
sentiment estimation, using joint modeling and unified 
labeling methods. Piao et al. (2018) built a financial 
text sentiment estimation system that combines RNN, 
CNN, and ridge regression methods. Wang et al. 
(2020) proposed a neural simulation model that 
predicts dialogue sentiments using pair-wise and seq-
wise relationships. Bothe et al. (2017) proposed a 
dialogue sentiment prediction model based on 
recursive neural networks that leverages the 
contextual relationships of utterances. Zou et al. 
(2022) discussed the distinction between emotion and 
sentiment and used terms such as joy, surprise, trust, 
anticipation, anger, disgust, fear, and sadness in 
dialogues to assist in dialogue sentiment prediction. 
Cai et al. (2020) developed a dialogue 
recommendation system that predicts user intent and 
provides relevant recommendations. These studies 
have made dialogue sentiment prediction a hotspot in 
natural language applications. However, sentiment 
estimation still faces challenges in dealing with long 
dialogues with multiple topics. 

3. MULTI-ROUND LONG DIALOGUE 
SENTIMENT PREDICTION BASED 

ON MULTIDIMENSIONAL 
ATTENTION 

Problem desc.: Let D = {𝑈𝐴
1, 𝑈𝐵

1; … ; 𝑈𝐴
𝑡 , 𝑈𝐵

𝑡 ; … ; 𝑈𝐴
𝑛 , 𝑈𝐵

𝑛} 
represent a multi-round conversation, where 
𝑈𝐴

𝑡  and 𝑈𝐵
𝑡  represent the utterances of participant A 

and B respectively in the t-th round of conversation. 
Taking 𝑈𝐴

𝑡 as an example, each utterance consists of 

m words, i.e., 𝑈𝐴
𝑡 = {𝑤𝐴,1

𝑡 , 𝑤𝐴,2
𝑡 , … , 𝑤𝐴,𝑚

𝑡 } , where 𝑤𝐴,𝑚
𝑡  

represents the m-th word in this utterance. In order to 
predict sentiment from the conversation, we introduce 
symbols 𝑆𝐴

𝑡 and 𝑆𝐵
𝑡 , which respectively represent the 

sentiment of A and B in the t-th round of conversation, 
as shown in Equation (1). 

𝑆𝐴
𝑡~𝑃(𝐷𝐴

𝑡), 𝑆𝐵
𝑡 ~𝑃(𝐷𝐵

𝑡 ), (1) 

where 𝐷𝐴
𝑡 = {𝑈𝐴

1, 𝑈𝐵
1; … ; 𝑈𝐴

𝑡−1, 𝑈𝐵
𝑡−1}  represents the 

previous t-1 rounds of conversation for A, and P 
represents the probability prediction. Obviously, the 
sentiment 𝑆𝐴

𝑡  of A in the t-th round of conversation 
need to be predicted based on 𝐷𝐴

𝑡 . Similarly, 𝐷𝐵
𝑡 =

{𝑈𝐴
1, 𝑈𝐵

1; … ; 𝑈𝐴
𝑡−1, 𝑈𝐵

𝑡−1, 𝑈𝐴
𝑡} represents the previous t-1 

rounds of conversation for B. It should be noted that 
𝑈𝐴

𝑡  is also included in 𝐷𝐵
𝑡 . Therefore, the task of 

sentiment prediction in multi-round dialogues is to 
extract sentiment information from the given historical 
multi-round conversations, and then, to predict the 
sentiment of the participants in the next moment. 

As mentioned earlier, as the number of conversation 
rounds increases, the topics discussed by both 
parties and the corresponding sentiments change. 
However, existing methods do not take this 
characteristic into account. In light of this situation, we 
propose a multi-dimensional attention-based model 
for sentiment prediction in multi-round dialogues 
called MLPDSP-MA, which aims to address the 
problem of too many historical conversation topics 
affecting the accuracy and efficiency of sentiment 
prediction. MLPDSP-MA consists of the DPI 
extraction module, LAF module, and GSA module, 
where DPI refers to Dependency-Persistence-
Infectivity, LAF refers to Local Attention Fusion, and 
GSA refers to Global Sentiment Attention, as shown 
in Figure 2. In MLPDSP-MA, to easily capture 
different topics and their corresponding sentiments, 
we introduce the sliding window technique. Assuming 
the size of the sliding window is m, as the sliding 
window 𝐷𝑚 moves, the dialogue within the window is 
treated as one topic, and the sentiment of the next 
utterance within the window is regarded as the 
prediction target. The sliding window can capture the 
logical relationships in the sequence data, so it is 
leveraged by MLPDSP-MA to predict changes in 
sentiment, as shown in Equation (2). 

𝑆𝑡~𝑃(𝐷𝑚), (2) 

where 𝑆𝑡 represents the sentiment in the t-th round of 
conversation, and P is the probability function. 

 
Figure 2: Illustration of the proposed MLDSP-MA 

framework. 
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In Figure 2, 𝑈𝐴
i , 𝑈𝐵

i ; 𝑈𝐴
𝑖+1, 𝑈𝐵

𝑖+1; … ; 𝑈𝐴
𝑖+𝑚, 𝑈𝐵

𝑖+𝑚 
represent the dialogues collected by the sliding 
window. The DPI module is used to extract contextual 
dependencies, sentiment persistence, and sentiment 
infectivity from the collected dialogue. The LAF 
module is used to perform attention-based fusion of 
these contextual dependencies, sentiment 
persistence, and sentiment infectivity. The gate 
control represents a sigmoid-based gating 
mechanism. 𝐻𝑚 is the fused sentiment information for 
the current dialogue. The GSA module is exploited to 
learn the sentiment in the dialogue from a global 
perspective and predict future sentiment. The 
connections between these modules are shown in 
Figure 2. From Figure 2, we can see that the DPI 

extractor and LAF form the Encoder, while the GSA 
forms the Decoder. 

3.1 DPI Extraction and Local Attention 
Fusion 

As mentioned abover, DPI extraction and local 
attention fusion are integral parts of MLPDSP-MA. 
The former is used to extract dependencies, 
persistence, and infectivity in conversations, while the 
latter is used to fuse these features. DPI extraction is 
the foundation of MLPDSP-MA because in multi-
round dialogues, contextual dependencies, 
sentimental persistence, and sentimental infectivity 
run through the dialogues, and they play the role of 
reflecting the topics, embodying sentiments, and 
anticipating changes, as shown in Table 1. 

Features Explanations Examples rules 

Dependency(D) 

Also known as context 

dependency. It comes from the 

similarity and continuity of topics 

in adjacent dialogues, so there 

are dependencies between 

dialogues. 

If the conversation is about 

the movie, then the sentiment 

revolves around the movie. If 

the conversation is about 

football, then the sentiment 

revolves around football. 

Therefore, sentiments 

depend on context. 

 Different topics have different 

emotions. 

 Same topics have sentimental 

impact. 

 Topics with large time spans have 

less mutual sentimental impact. 

Persistency(P) 

It refers to the basically 

unchanged nature of sentiments 

in the same topic. This is 

because the sentiments of the 

participants in the conversation 

about a certain topic always run 

through the topic. 

If the dialogue participant 

shows a negative attitude 

towards FC Barcelona, he 

will convey throughout the 

conversation. 

 If the topic does not change, we 

can infer the sentiments behind 

the conversation participant 

based on his previous 

sentiments. 

Infectivity(I) 

It means that the sentiments of 

one of the participants in the 

conversation affect the other. 

This is because the dialogue 

process is a process of empathy. 

Dialogue participant B said 

that "whether FC Barcelona 

can keep the Champions 

League is a question", which 

led to dialogue participant A 

saying that Barca were 

"screwing up ". 

 The sentiments of one participant 

in the conversation are known, 

and if the topic has not changed, 

the sentiments of the other party 

of the participant can be 

speculated. 

Table 1: Role of DPI in Multi-round Dialogues 

Table 1 shows the roles, examples, and patterns of 
the contextual dependencies, sentimental 
persistence, and sentimental infectivity. These 
features are acquired by the DPI extraction module, 
which exploits Transformers to extract from the 
current dialogue (within a sliding window), as shown 
in equations (3), (4), and (5). 

𝐶𝐷 = Transformer𝐷(𝐷𝑚), (3) 

𝑆𝑃 = Transformer𝑃(𝐷𝑚), (4) 

𝑆𝐼 = Transformer𝐼(𝐷𝑚), (5) 

In those equations, CD represents contextual 
dependencies, SP represents sentimental 
persistence, and SI represents sentimental infectivity. 
It is worth noting that CD, SP, and SI extraction do not 
share the same Transformer, which effectively 
improves the model's response speed, as shown in 
Figure 3. 

 
Figure 3: Encoder of MLDSP-MA. The encoder of 

MLDSP-MA includes LAF and DPI extractors, and its 

input is 𝑈𝐴
n−m, 𝑈𝐵

n−m; … ; 𝑈𝐴
𝑛, 𝑈𝐵

𝑛. 
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In Figure 3, the DPI extractor is located below, while 
the LAF is located above. For the DPI extractor, it 
consists of three Transformers to extract SI(I), CD(D), 
and SP(P) respectively. For the LAF, it fuses the 
contextual dependencies and sentimental infectivity 
of the conversation to obtain the local attention fusion 
information of CD-SI. Then, it fuses the contextual 
dependencies and sentimental persistency of the 
conversation to obtain the local attention fusion 
information of CD-SP. The calculation methods for 
CD-SI and CD-SP are shown in Equation (5) and 
Equation (6). 
 

CD − SI = LAF(CD, SI), (5) 

CD − SP = LAF(CD, SP), (6) 

In Equation (5) and (6), LAF adopts an attention 
mechanism, and exploits the contextual 
dependencies of the dialogue as query (Q), key (K), 
and value (V), as shown in Equation (7). 

CD(Q, K, V) = 𝐴𝑡𝑡(𝐷𝑚; 𝑊𝑄, 𝑊𝐾 , 𝑊𝑉), (7) 

where Att represents the self-attention mechanism of 
the Transformer, and 𝑊𝑄 , 𝑊𝐾 , 𝑊𝑉  are learnable 
parameters. 

For CD-SI, since the interaction between CD and SI 
is a learning process, the optimal interaction values 
can be dynamically captured by setting learning 
parameters. For example, 𝜆𝐾𝐼  and 𝜆𝑉𝐼  are set as 
learnable parameters for 𝐾𝐼  and �̂�𝐼 , as shown in 
Equation (8). 

[
�̂�𝐼

�̂�𝐼

] = (1-[
𝜆𝐾𝐼

𝜆𝑉𝐼
])CD(K, V) + [

𝜆𝐾𝐼

𝜆𝑉𝐼
] (𝑆𝐼 [

𝑃𝐾𝐼

𝑃𝑉𝐼
]), (8) 

where 𝐾𝐼 and �̂�𝐼 represent the key and value vectors 
of CD-SI, and 𝑃𝐾𝐼 and 𝑃𝑉𝐼 are learnable matrices. To 
ensure good learnability of Equation (8), LAF exploit 
a gating mechanism based on sigmoid to calculate 
𝜆𝐾𝐼 and 𝜆𝑉𝐼, as shown in Equation (9). 

[
𝜆𝐾𝐼

𝜆𝑉𝐼
] =σ(CD(K, V) [

𝑊𝐾𝐼1

𝑊𝑉𝐼1
] + 𝑆𝐼 [

𝑃𝐾𝐼

𝑃𝑉𝐼
] [

𝑊𝐾𝐼2

𝑊𝑉𝐼2
]), (9) 

where 𝑊𝐾𝐼1 , 𝑊𝑉𝐼1 , 𝑊𝐾𝐼2 , and 𝑊𝑉𝐼2  are all learnable 
parameters. The output of CD-SI is obtained by 
scaled dot-product and denoted as 𝐻CD−SI, as shown 
in Equation (10). 

𝐻CD−SI = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝐼

𝑇

√𝑑𝑘
) �̂�𝐼, (10) 

where T denotes transpose, 𝑑𝑘  represents the 
dimensionality of vectors, and 𝐾𝐼  and �̂�𝐼  are 
calculated by Equation (8). 

Similarly, for CD-SP, its specific calculation equations 
are shown in (11), (12), and (13). 

[
�̂�𝑃

�̂�𝑃

] = (1-[
𝜆𝐾𝑃

𝜆𝑉𝑃
])CD(K, V) + [

𝜆𝐾𝑃

𝜆𝑉𝑃
] (𝑆𝑃 [

𝑈𝐾𝑃

𝑈𝑉𝑃
]), (11) 

[
𝜆𝐾𝑃

𝜆𝑉𝑃
] =σ(CD(K, V) [

𝑊𝐾𝑃1

𝑊𝑉𝑃1
] + 𝑆𝑃 [

𝑈𝐾𝑃

𝑈𝑉𝑃
] [

𝑊𝐾𝑃2

𝑊𝑉𝑃2
]), (12) 

𝐻CD−SP = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑃

𝑇

√𝑑𝑘
) �̂�𝑃, (13) 

where 𝐾𝑃 and �̂�𝑃 represent the key and value vectors 
of CD-SP, 𝜆𝐾𝑃, 𝜆𝑉𝑃, 𝑊𝐾𝑃1, 𝑊𝑉𝑃1, 𝑊𝐾𝑃2, and 𝑊𝑉𝑃2 are 
all learnable parameters, and 𝑈𝐾𝑃  and 𝑈𝑉𝑃  are 
learnable matrices. 𝐻CD−SP  is the output of CD-SP, 
which adopts the scaled dot-product calculation 
method. 

Since CD-SI and CD-SP have different impacts on the 
subsequent dialogues' sentiments, LAF uses a 
weighted sum method to fuse 𝐻CD−SI and 𝐻CD−SP, as 
shown in Equation (14), (15), and (16). 

𝑔𝐶𝐷−𝑆𝐼 = (𝑄  𝐻𝐶𝐷−𝑆𝐼)𝑊𝐶 + 𝑏𝐶, (14) 

𝑔𝐶𝐷−𝑆𝑃 = (𝑄  𝐻𝐶𝐷−𝑆𝑃)𝑊𝑆 + 𝑏𝑆, (15) 

𝐻𝑚 = 𝑔𝐶𝐷−𝑆𝐼𝐻𝐶𝐷−𝑆𝐼 + 𝑔𝐶𝐷−𝑆𝑃𝐻𝐶𝐷−𝑆𝑃, (16) 

where 𝑊𝐶 and 𝑏𝐶 are learnable parameters for CD-SI, 
𝑊𝑆  and 𝑏𝑆  are learnable parameters for CD-SP,  
represents concatenation, and Q represents Query. 
𝐻𝑚 is the sentimentally integrated information of the 
current dialogue. 

3.2 Global Sentiment Fusion 

As mentioned above, historical dialogues are 
intercepted by the sliding window and fully traversed 
as the window moves. In this process, the contextual 
dependency, sentimental persistency, and 
sentimental infectivity of the current dialogue are 
respectively learned and integrated into 𝐻𝑚. However, 
this is a local learning process that lacks learning of 
comprehensive sentiments. To this end, we propose 
the Global Sentiment Attention (GSA) module, which 
attempts to learn sentiments in the dialogue from a 
global perspective. As shown in Figure 4, that is 
essentially a decoder. 

 
Figure 4: Global sentiment fusion module GSA. GSA 

is the decoder of MLDSP-MA. 𝐻𝑚 is the input of GSA 

and also the output of the aforementioned encoder, 

and 𝐻𝑑𝑒𝑐  is the sentimental fusion information 

outputted by the decoder. 

In Figure 4, 𝐻𝑚  is the output of the aforementioned 
encoder, which serves as the input to GSA, and 𝐻𝑑𝑒𝑐 
is the sentiment fusion information iteratively 
outputted by the decoder. It is worth noting that the 
initial value of 𝐻𝑑𝑒𝑐 is null, and after each sentiment 
prediction, its value is updated once. 

Obviously, GSA is also an information fusion module 
that integrates the outputs of the encoder and 
decoder, as shown in Equation (17). 

𝐻, 𝐻𝑑𝑒𝑐
′ = 𝐺𝑆𝐹(𝐻𝑚, 𝐻𝑑𝑒𝑐 ), (17) 

where H is the sentiment prediction, 𝐻𝑑𝑒𝑐
′  is the 

updated sentiment fusion information from the 
decoder. Like the LAF module, GSA also introduces 



11410

a scaled dot product attention mechanism, as shown 
in Equation (18). 

�̂�𝒅𝒆𝒄 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (
𝐻𝑚𝐻𝑑𝑒𝑐

𝑇

√𝑑𝑘
) 𝐻𝑑𝑒𝑐, (18) 

Since 𝐻𝑑𝑒𝑐  is corresponded to 𝐻𝑚 , 𝐻𝑑𝑒𝑐
′  overall 

reflects the contextual dependency, sentimental 
persistency, and sentimental infectivity of multi-round 
dialogues. To strengthen global sentiments, GSA 
employs a residual connection mechanism, as shown 
in Equation (19). 

�̂� = 𝐻𝑚 + �̂�𝑑𝑒𝑐, (19) 

To fully perform sentiment prediction and extract 
sentiment fusion information, after obtaining �̂� , the 
decoder further processes �̂� with a fully connected 
layer, as shown in Equation (20). 

𝐻, 𝐻𝑑𝑒𝑐
′ = 𝐿𝑖𝑛𝑒𝑎𝑟(�̂�), (20) 

Finally, through activation function processing, the 
ultimate predicted sentiment is obtained. 

3.3 Loss Functions 

Multi-round long dialogue sentiment prediction 
employs cross-entropy loss function to implement 
iterative training. Assuming there are m dialogues, the 
corresponding loss function ℒ  is shown in Equation 
(22). 

ℒ = −
1

𝑚
∑ [𝑝𝑠𝑒𝑛𝑡𝑖

𝑖 𝑙𝑜𝑔(�̂�𝑠𝑒𝑛𝑡𝑖
𝑖 ) + (1 −

𝑚

𝑖=1

𝑝𝑠𝑒𝑛𝑡𝑖
𝑖 ) 𝑙𝑜𝑔(1 − �̂�𝑠𝑒𝑛𝑡𝑖

𝑖 )], 
(22) 

where 𝑝𝑠𝑒𝑛𝑡𝑖 is the true sentiment of the i-th dialogue, 
while �̂�𝑠𝑒𝑛𝑡𝑖

𝑖  represents the predicted sentiment of the 
i-th dialogue. 

4. EXPERIMENTS 

To validate the effectiveness of our proposed 
MLDSP-MA, we conducted comparative experiments 
with relevant baseline models. Performance 
experiments and ablation studies were performed, 
similar to the state-of-the-art methods (Wang et al., 
2020; Zou et al., 2022). 

4.1 Datasets 

To validate the effectiveness of MLDSP-MA, we 
utilized the KdConv dataset and the IEMOCAP 
dataset, where the former is a Chinese dialogue 
dataset and the latter is an English dialogue dataset, 
as follows: 

(1) KdConv dataset (Zhou et al., 2020): This is a 
Chinese multi-round dialogue dataset consisting of 
4,500 dialogue records, which can be used for 
predicting dialogue sentiments. The dialogues in this 
dataset cover topics such as movies, music, and 
travel. The average length (number of 
sentences/utterances) of each record is 20, with 90% 
of the records having lengths between 14 and 24. It is 
important to note that the sentiment distribution in this 
dataset is as follows: neutral 50.44%, positive 44.12%, 
negative 5.44%. Obviously, this imbalanced 
distribution poses a significant challenge for the 
sentiment prediction task. 

(2) IEMOCAP dataset (Ghosal et al., 2020): This is a 
multimodal English dialogue dataset that contains 
152 long dialogue records. One notable characteristic 
of this dataset is that each record contains a large 

number of sentences, with an average of 60 
sentences, making it a typical long dialogue dataset. 
The sentiment distribution in this dataset is as follows: 
neutral 62.85%, negative 22.51%, positive 14.64%. 

Both datasets mentioned above are divided into three 
parts: training set, validation set, and testing set. The 
proportions of these three parts are 8:1:1, where 80% 
of the data is used for model training, 10% is used for 
adjusting model the hyper-parameters of the model 
and preventing overfitting, and 10% is used for testing 
the model. 

4.2 Evaluation Indicators 

To evaluate the experimental effects, we adopted 
evaluation metrics commonly used in multi-round 
dialog research (Vinod and Sheeja, 2023; Wu et al., 
2023), namely accuracy and Micro-F1 score. Micro-
F1 involves precision, recall, and F1 score, as shown 
in Equation (23), (24), (25), (26), and (27). 

Acc =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
, (23) 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, (24) 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
, (25) 

𝐹1 =
2∗P∗R

P+R 
, (26) 

Macro − F1 =
1

𝐶
∑ 𝐹𝑖

𝐶
𝑖=1 , (27) 

To eliminate experimental result biases caused by 
dataset partitioning, we employed the 10-fold Cross 
Validation method for verification. The average of all 
experimental results was considered as the final 
experimental result. 

4.3 Baselines and Implementations 

Due to the reference and comparative roles of 
baseline methods for our proposed MLPSP-MA, we 
selected 8 typical baseline methods for dialogue 
sentiment prediction, namely RNN (Khanpour et al., 
2016), LSTM (Poria et al., 2017), DialogueRNN (He 
et al., 2016), BERT (Devlin et al., 2019), 
DialogueGCN (Ghosal et al., 2019), NSF (Wang et al., 
2020), STEM (Zhen et al., 2023), and EASF (Zou et 
al., 2022). These baseline methods are introduced as 
follows: 

(1) RNN (Khanpour et al., 2016): It is essentially a 
dialogue sentiment prediction method based on RNN, 
utilizing the neural network's memory function for past 
states, making it a preferred method for handling 
sequential data. 

(2) LSTM (Poria et al., 2017): It is essentially a 
dialogue sentiment prediction method based on 
LSTM, overcoming the problem of gradient vanishing 
in RNN methods, hence it has been widely adopted in 
recent years. 

(3) DialogueRNN (He et al., 2016): It is an improved 
RNN model that uses three Gate Recurrent Units to 
capture sentimental information in dialogues. 

(4) BERT (Devlin et al., 2019): It is a bidirectional 
encoder that utilizes the masked language model 
method. This approach leverages the pre-training 
results of BERT, allowing it to achieve better 
performance. 
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(5) DialogueGCN (Ghosal et al., 2019): It is a dialogue 
sentiment prediction model based on GCN, 
considering the relationships between dialogue 
participants, and also introducing graph attention 
mechanisms. 

(6) NSF (Wang et al., 2020): It is a context-based 
dialogue sentiment prediction model that considers 
the influence of utterance order on sentiments. 

(7) STEM (Zhen et al., 2023): It is a feature extraction-
based dialogue sentiment prediction model that 
employs data mining methods to discover latent 
features and considers the relationship between 
sentimental and behavioral aspects of dialogue 
participants. 

(8) EASF (Zou et al., 2022): It is an improved NSF 
model that considers the distinction between 
sentiment and emotion, using emotion information to 
assist in dialogue sentiment prediction. 

In this study, pre-trained model BERT-Base was used, 
with parameters set to 12-heads, 12-layers, and 768-
hidden. The KdConv dataset and IEMOCAP dataset 
were leveraged for model training. When using the 
KdConv dataset, the batch size was set to 50, the 
number of epochs was set to 100, the optimizer was 
set to Adam, the initial learning rate was set to 0.01, 
and the learning rate was multiplied by 0.5 every 10 
epochs for decay. Similarly, when using the 
IEMOCAP dataset, the batch size was set to 5, the 
number of epochs was set to 50, the optimizer was 
set to Adam, the initial learning rate was set to 0.01, 
and the learning rate was reduced to half every 10 
epochs. During the training process, if the model's 
performance improved, it was saved; otherwise, it 
was not saved. 

Additionally, to conduct experimental research, we 
implemented all models using the PyTorch framework. 
We also performed experiments to investigate the 
impact of the sliding window size. The sliding window 
size was gradually increased from 1 until the optimal 
prediction result and stable evaluation metrics were 
achieved. 

4.4 Performance Study 

To demonstrate the competitiveness of our proposed 
MLPSP-MA, we conducted experimental 
comparisons with baseline models RNN, LSTM, 
DialogueRNN, BERT, DialogueGCN, NSF, STEM, 
and EASF, as shown in Table 2 and Table 3. In the 
experiments, we evaluated the competitiveness of the 
models from different perspectives of metrics and 
datasets. The metrics used were Accuracy and Micro-
F1 score, and the datasets used were KdConv and 
IEMOCAP. Furthermore, to indicate models with 
better performance, we bold them and underline the 
top three models. 

Model 
Accurate (%) 

KdConv IEMOCAP  

RNN[2016] 38.54 30.20 

LSTM[2017] 39.61 32.71 

DialogueRNN[2016] 41.14 34.89 

BERT[2019] 42.31 36.87 

DialogueGCN[2019] 43.38 37.46 

NSF[2020] 44.07 40.34 

STEM[2023] 43.48 40.34 

EASF[2022] 44.95 42.22 

MLDSP-MA 

(ours) 

46.77 43.41 

Table 2: Performance comparison of Accuracy on 
the datasets KdConv and IEMOCAP 

From Table 2, it can be seen that compared to 
baseline methods, our MLPSP-MA achieves the 
highest accuracy in both Chinese dialogue dataset 
KdConv and English dialogue dataset IEMOCAP. 
Specifically, on the KdConv dataset, MLPSP-MA 
achieves an accuracy of 46.77%, whereas RNN and 
LSTM are below 40%, DialogueRNN, BERT, 
DialogueGCN, NSF, and EASF are below 45%. In 
terms of performance improvement, MLPSP-MA 
outperforms RNN by 8.23% and outperforms state-of-
the-art EASF by 1.82%. Similarly, on the IEMOCAP 
dataset, MLPSP-MA achieves an accuracy of 43.41%, 
while RNN, LSTM, DialogueRNN, BERT, and 
DialogueGCN are below 40%, and NSF and EASF 
are below 43%. In terms of performance improvement, 
MLPSP-MA outperforms RNN by 13.21% and 
outperforms EASF by 1.19%. 

These data validate that our MLPSP-MA is a 
competitive model that utilizes attention mechanisms 
to identify relevant sentences and words related to 
sentiment prediction. The attention mechanism of 
MLPSP-MA is a multi-dimensional attention that 
separately identifies sentences related to contextual 
dependence, sentiment persistence, and sentiment 
infectivity from the historical dialogues, and learns 
local and global attentions for them. This is also the 
reason why MLPSP-MA outperforms the baselines. 
We believe that in multi-round long dialogues, if 
attention mechanisms are not utilized or if the 
attention mechanisms are not targeted enough, the 
large number of dialogues and frequent changes in 
sentiment will severely affect the accuracy of 
sentiment prediction. 

Model 
Micro-F1 (%) 

KdConv IEMOCAP  

RNN[2016] 32.24 25.68 

LSTM[2017] 33.04 28.28 

DialogueRNN[2016] 34.37 30.59 

BERT[2019] 35.95 32.28 

DialogueGCN[2019] 36.96 32.82 

NSF[2020] 37.81 35.75 

STEM[2023] 35.98 32.66 

EASF[2022] 38.83 37.57 

MLDSP-MA 

(ours) 
41.55 39.24 

Table 3: Performance comparison of Micro-F1on the 
datasets KdConv and IEMOCAP 

From Table 3, it can be observed that in terms of 
Micro-F1 performance, MLPSP-MA outperforms all 
the baselines. On the KdConv dataset, it achieves 
41.55%, while RNN, LSTM, DialogueRNN, and BERT 
are all below 36%, and DialogueGCN, NSF, and 
EASF are all below 39%. In terms of performance 
improvement, MLPSP-MA improves upon RNN by 
9.31% and EASF by 2.72%. Similar results are 
observed on the IEMOCAP dataset. That is, our 
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MLPSP-MA achieves 39.24%, while RNN, LSTM, 
DialogueRNN, BERT, and DialogueGCN are all below 
33%, and NSF and EASF are all below 37.6%. In 
terms of performance improvement, MLPSP-MA 
outperforms RNN by 13.56% and EASF by 1.67%. 
Therefore, from the perspective of the Micro-F1 metric, 
the experiments indicate that MLPSP-MA has 
reached an advanced level. 

In summary, from different perspectives of datasets 
and evaluation metrics, MLPSP-MA has been proven 
to be a competitive model. 

4.5 Ablation Study 

To verify the effectiveness of the key components of 
MLPSP-MA, ablation studies need to be conducted. 
We performed ablation experiments on the KdConv 
dataset and IEMOCAP dataset, with the evaluation 
metrics being Accuracy and Micro-F1 score. In the 
ablation experiments, "w/o. DPI_LAF" indicates that 
the window-based DPI and LAF modules are 
removed, and "w/o. GSA" indicates that the GSA 
module is removed. The results of the ablative 
experiments are shown in Table 4. 

Model 
KdConv IEMOCAP 

Accuracy Micro-F1 Accuracy Micro-F1 

w/o. DPI_LAF 42.02 37.48 41.17 36.41 

w/o. GSA 45.35 40.43 43.08 37.76 

MLDSP-MA 

(ours) 
46.77 41.55 43.41 39.24 

Table 4: Results of ablation study 

Analysis: From Table 4, it can be seen that when 
removing DPI_LAF, i.e., "w/o. DPI_LAF", the 
accuracy performance of the model decreases by 
4.75% and the Micro-F1 performance decreases by 
3.08% on the KdConv dataset. This is because the 
extraction of contextual dependence, sentiment 
persistence, and sentiment infectivity is crucial for 
predicting dialogue sentiment, and it significantly 
improves the performance of dialogue sentiment 
prediction. If the GSA module is removed, i.e., "w/o. 
GSA", the accuracy performance of the model 
decreases by 1.42% and the Micro-F1 performance 
decreases by 1.12% on the KdConv dataset. This 
indicates that global sentiment attention can further 
improve the performance of dialogue sentiment 
prediction. Similarly, the same results can be obtained 
on the IEMOCAP dataset. It is worth noting that 
removing DPI_LAF leads to a more significant 
performance decrease compared to removing GSA. 
This suggests that the window-based DPI and LAF 
proposed in this paper are important improvements in 
the field of dialogue sentiment prediction. 

As mentioned earlier, the MDSP-MA model, which is 
a multi-round long dialogue sentiment prediction 
model based on multi-dimensional attention, 
introduced the sliding windows. Through the sliding 
windows, the negative impact of earlier topics and 
sentiments on the current dialogue sentiment is 
weakened. This is because in multi-round long 
dialogues, the current dialogue topic has already 
diverged from earlier topics, and the dialogue 
sentiment has also changed multiple times. Therefore, 
in machine learning, selecting too many historical 

dialogues can sometimes interfere with the extraction 
of current dialogue sentiment. The MDSP-MA model 
introduces a sliding window of size m, where m is a 
hyper-parameter. In order to analyze the influence of 
different values of m on experimental results and 
observe the optimal value of m for different datasets, 
corresponding experiments were conducted, as 
shown in Table 5. 

m 
KdConv IEMOCAP 

Accuracy Micro-F1 Accuracy Micro-F1 

1 39.95 34.49 33.99 29.69 

2 41.67 36.21 36.47 32.29 

3 43.02 37.56 38.55 34.48 

4 44.10 38.64 40.04 36.01 

5 44.84 39.49 41.43 37.40 

6 45.35 40.08 42.52 38.43 

7 45.88 40.66 43.41 39.24 

8 46.37 41.16 43.31 39.13 

9 46.72 41.47 43.31 39.06 

10 46.77 41.55 43.11 38.91 

11 46.73 41.45 43.31 39.18 

Table 5: Experiments on the influence of m values 

Analysis: From Table 5, it can be seen that accuracy 
and Micro-F1 vary with different values of m. However, 
when m=10, the MDSP-MA model achieves the best 
performance with accuracy of 46.77 and Micro-F1 of 
41.55 on the KdConv dataset. This indicates that 
larger m is not necessarily better, nor is smaller m. 
Similarly, when m=7, the MDSP-MA model achieves 
the best performance with accuracy of 43.41 and 
Micro-F1 of 39.24 on the IEMOCAP dataset. 
Therefore, the optimal value of m varies for different 
datasets, and for the same dataset, there exists an 
optimal m value. 

5. Conclusion 

This paper has demonstrated our proposed MDSP-
MA model, which introduces the sliding window to 
capture the topics of dialogues and incorporates a 
multi-dimensional attention mechanism to predict the 
sentiment of dialogues. Due to the existing methods' 
low accuracy in handling long dialogue data, we were 
motivated to research topic-based dialogue sentiment 
prediction methods and proposed the MDSP-MA 
model. In order to capture different topics, we 
exploited the sliding window technique, which not only 
traverses all historical dialogues but also focuses on 
the dialogue within the current topic. To improve the 
accuracy of dialogue sentiment prediction, we treated 
the pairwise interactions of contextual dependency, 
sentiment persistency, and sentiment infectivity as 
local attention, and treated the comprehensive 
sentiment iteratively trained from historical dialogue 
data as global attention. Finally, the two types of 
attention are merged. Through sufficient experiments 
on two publicly available datasets, the experimental 
results show that our model surpasses current state-
of-the-art models. Our future work will explore 
adaptive sliding window techniques (Su et al., 2023; 
Feng et al., 2023), which can automatically adapt to 
the length of different topics. We believe this will 
inspire meaningful approaches. 
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