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Abstract
This contribution presents a novel approach to the development and evaluation of transformer-based models for
Named Entity Recognition and Classification in Ancient Greek texts. We trained two models with annotated datasets
by consolidating potentially ambiguous entity types under a harmonized tagset. Then, we tested their performance
with out-of-domain texts, reproducing a real-world use case. Both models performed very well under these conditions,
with the multilingual model Ancient Greek Alignment being slightly superior. In the conclusion, we emphasize current
limitations due to the scarcity of high-quality annotated corpora and to the lack of cohesive annotation strategies for
ancient languages.
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1. Introduction

Named Entity Recognition (NER) is a key task in
text analysis and information extraction, which in-
cludes extracting, classifying, and disambiguating
Named Entities (NEs) occurring in texts. The result-
ing outputs, which typically consist of datasets of
classified names or annotated texts, provide impor-
tant contextual information to facilitate interpretation
of a source, and to enhance further explorations of
it. Despite the current innovations in the application
of transformer models to this task in ancient lan-
guages, Ancient Greek NER is still relatively unex-
plored. In this contribution, we illustrate a workflow
to train a robust transformer-based NER in Ancient
Greek with existing annotated texts. We ensured a
state-of-the-art performance by mapping different
entity types onto universal types, and performed
a new type of evaluation with out-of-domain texts,
reproducing a real-world scenario that provides a
reliable assessment of the model’s performance.
In the conclusion, we present quantitative and qual-
itative results, and emphasize that current limita-
tions are not due to scarce performance in available
models, but to the lack of cohesive strategies for
annotating and classifying entities in ancient lan-
guages.

2. Related Work

The introduction of Neural Networks and Deep
Learning models has been a radical innovation in
the computational processing of texts. Deep Learn-
ing was revolutionized by the introduction of trans-
formers (Vaswani et al., 2017), which can capture
contextual information to improve understanding
of the data and retrieve that information from large

contexts, and have become the state-of-the-art for
extraction and classification tasks. In ancient lan-
guages, workflows based on popular transformer-
based models such as BERT (Devlin et al., 2019)
and RoBERTa (Conneau et al., 2020) have been
applied to a wide variety of tasks, such as POS
tagging, authorship attribution, text alignment, auto-
matic translation, and paleographic analysis (Som-
merschield et al., 2023; Yousef et al., 2023c).

The task of NER, however, has remained rel-
atively unexplored. In the case of Latin, LatinCy
(Burns, 2023) and LatinBERT (Bamman and Burns,
2020) have been shown to outperform state-of-the-
art Machine Learning methods of the previous gen-
eration when trained on the NER task (Beersmans
et al., 2023). BERT-based models have also been
applied to Medieval Latin corpora (Torres Aguilar,
2022) and Sumerian (Wang et al., 2022). Com-
pared to Latin, NER in Ancient Greek is less well-
resourced: Singh et al. 2021 developed a BERT-
based monolingual language model trained on An-
cient and Byzantine Greek that showed optimal
performance on POS tagging for in-domain data,
while Brennan Nicholson trained a BERT model to
predict missing characters (Nicholson, 2020). Nei-
ther model, however, was trained on NER.

To overcome the lack of training data and lan-
guage models for ancient languages, Yousef et al.
2023a developed an annotation projection pipeline
based on the word level alignment to project NER
annotation from the English translations to the origi-
nal ancient Greek texts. Yousef et al. 2023b trained
the first transformer-based model for NER in An-
cient Greek, Ancient Greek Alignment. The model
leveraged on an XLM-R-based multilingual model
fine-tuned on the word-alignment task for Ancient
Greek and other languages (Yousef et al., 2022a,b;
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Yousef, 2023), and it was trained for NER using
ad hoc annotated corpora, achieving an F1-score
higher than 90% in training and through evalua-
tion with in-domain texts. However, it showed a
much lower performance with less represented cat-
egories, particularly place-names, and in the detec-
tion of multi-token entities. Furthermore, confusion
in entity labeling and the use of different tagsets in
the training data led to frequent errors of miscat-
egorization in the output. In this contribution, we
illustrate how we improved the training with addi-
tional annotated corpora and a generalized entity
tagset. Moreover, we present a new strategy for
model evaluation using an out-of-domain corpus:
this provides a much clearer understanding of the
actual performance of a model, and it more closely
reproduces a real-world scenario.

3. Training Datasets and Tagset
Harmonization

We trained the models on available annotated cor-
pora in Ancient Greek. Out of 17 historical cor-
pora surveyed by Ehrmann et al. 2024, only two
are in ancient languages (Latin and Coptic, none
in Ancient Greek). New Latin corpora have be-
come available through the Corpus Burgundiae
(Torres Aguilar et al., 2016) and the LASLA project
(Beersmans et al., 2023), and in Sumerian (Bansal
et al., 2021). There are only two sizeable annotated
datasets in Ancient Greek, which are currently un-
der release: the first one by Berti 2023, consists of
a fully annotated text of Athenaeus’ Deipnosophists,
developed in the context of the Digital Athenaeus
project 1. The second one by Foka et al. 2020, is a
fully annotated text of Pausanias’ Periegesis Hella-
dos, developed in the context of the Digital Periege-
sis project 2. In addition, we used smaller corpora
annotated by students and scholars on Recogito3:
the Odyssey annotated by Kemp 2021; a mixed cor-
pus including excerpts from the Library attributed
to Apollodorus and from Strabo’s Geography, an-
notated by Chiara Palladino; Book 1 of Xenophon’s
Anabasis, created by Thomas Visser; and Demos-
thenes’ Against Neaira, created by Rachel Milio.
Table 1 provides an overview of the datasets used
in the training.

The main issue with annotated corpora is the
lack of a cohesive tagset for the classification of
named entities. There are no generalized guide-
lines to annotate Named Entities in ancient texts
(Beersmans et al., 2023). Therefore, projects fo-
cusing on ancient names use custom tagsets and
guidelines that are very specific to the corpus being

1https://www.digitalathenaeus.org/
2https://periegesis.org/
3https://recogito.pelagios.org/

Person Location NORP
Training Dataset

Odyssey 2.469 698 0
Deipnosophists 14.921 2.699 5.110
Pausanias 10.205 8.670 4.972
Other Datasets 3.283 2.040 1.089
Total 30.878 14.107 11.171

Validation Dataset
Xenophon 1.190 796 857

Table 1: An overview of the training and validation
datasets. For convenience, we have grouped the
smallest datasets together.

annotated.
This problem is particularly crucial because the

size of annotated corpora currently available is very
small, and ambiguous entities tend to be treated
in very different ways: models cannot be trained
to optimal results if similar entities are tagged in
completely different ways, especially if they belong
to underrepresented categories. One of the biggest
issues is the often arbitrary use of names of socio-
ethnic groups, which are subject to metonymic read-
ings (Poibeau, 2006) or used as proxies for physi-
cal locations: these cases are sometimes labeled
as places, sometimes as "proxies", sometimes as
groups or ethnics. Furthermore, there is no agree-
ment on the classification of groups ("the Atheni-
ans") and indications of ethnicity ("Athenian"). Be-
cause these cases are strongly dependent on con-
text and interpretation, they are one of the biggest
sources of disagreement among annotators (Ál-
varez Mellado et al., 2021).

In this contribution, we are not proposing a new
tagset for the annotation of Named Entities in An-
cient Greek. Rather, we suggest a strategy to har-
monize already available corpora through tag map-
ping. We mapped the tagsets used in each corpus
onto a general set of entity types, following the
model outlined by Burns 2023 for LatinCy, which is
based on a simplified version of the OntoNotes v.5.0
release (Weischedel et al., 2013) 4. The tagset in-
cludes the same tags used in LatinCy: PERson
(people, including fictional), LOCation (which com-
bined countries, cities and states with non-GPE
locations, such as water bodies), and NORP (na-
tionalities, religious, or political groups).

There are several reasons behind the choice of
this general tagset. First of all, it ensures consis-
tency with another model for an ancient language
that has already been tested successfully for NER.
Moreover, it allows more consistency by harmo-
nizing project-specific labels, particularly in com-
plicated cases such as ethnonyms and groups of
people. Even though the OntoNotes release is

4http://www.bbn.com/NLP/OntoNotes

https://www.digitalathenaeus.org/
https://periegesis.org/
https://recogito.pelagios.org/
http://www.bbn.com/NLP/OntoNotes
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based on English, the NORP tag is general enough
to include both located groups of people and eth-
nonyms, but also political and religious organiza-
tions in the ancient world. Therefore, it can also be
mapped onto a more traditional GRP tag, as pro-
posed by Beersmans et al. 2023, who expanded
upon the guidelines outlined by the Herodotos
project (Erdmann et al., 2019). Romanello and
Najem-Meyer 2022 do not consider located groups,
but use the ORG tag for religious and military
groups or modern organizations: while we did not
encounter enough of these categories to address
them specifically, they can be mapped onto our defi-
nition of NORP. Because of their intrinsic ambiguity,
we decided to avoid context-dependent labeling
for proxies (people-for-place: "the Spartans moved
war to the Athenians") and methonymic readings
(place-for-people: "Athens voted to expel Themis-
tocles"): the former is treated as NORP being a
located group, and the latter is tagged as it appears
(LOC), without making inferences on its function.
Table 4 provides the full list of concordances.

4. Models

We conducted various experiments using different
combinations of training datasets and underlying
transformer models. We utilized the Ancient Greek
BERT model developed by Singh et al. 2021, (from
now on, the "monolingual" model, or Model_A) 5 ,
and the Ancient Greek Alignment model (from now
on, the "multilingual" model, or Model_B), an XLM-
R-based multilingual model6 fine-tuned on the word
alignment task for ancient languages (Yousef et al.,
2022a,b; Yousef, 2023). In Ex1 and Ex2, we utilized
the Deipnosophists dataset with the monolingual
and multilingual models, respectively. In Ex3, we
utilized the Pausanias dataset with the monolingual
model. In Ex4, we combined both datasets and
used the monolingual model. In Ex5 and Ex6, we
utilized all available datasets mentioned in Table
1 with the monolingual and multilingual models,
respectively. In all experiments, we trained the
models for 10 epochs, using 80% of the dataset for
training and the remaining 20% for testing. Table 5
provides an overview of the training results.

After training, the models were evaluated with
an out-of-domain corpus consisting of the first
three books of Xenophon’s Hellenica, annotated
on Recogito by a domain expert. The tagset used
in the annotation of Xenophon followed the same
internal guidelines adopted by Chiara Palladino,
Thomas Visser and Rachel Milio in the training
phase. The tagset was subsequently mapped onto

5https://huggingface.co/pranaydeeps/
Ancient-Greek-BERT

6https://huggingface.co/UGARIT/
grc-alignment

the general one, following the same strategy al-
ready applied to the rest of the training data. The
complete dataset includes a total of 2843 anno-
tated entities, with a larger number of PER entities
and a similar quantity of LOC and NORP entitites,
as shown in Table1. Table 6 reports the complete
overview on the models performance on the vali-
dation datasets.

5. Results

Table 2 summarizes the performance of the two
models on the test and validation datasets. In the
validation stage, both models performed consider-
ably well, showing that a robust training workflow
with a tagset harmonization strategy leads to state-
of-the-art results with out-of-domain texts, and con-
firming the reliability of both models on the NER
task in a real-world scenario. In particular, the per-
formance achieved with PER and NORP entities
was very high in both cases, while for LOC entities
it was generally lower. The multilingual model 7

performed better in almost all categories, with an
overall F1 score of 93.32% and accuracy of 98.87%
in validation and and F1 score of 89.41% and ac-
curacy of 97.5% in training. Place names (LOC)
are still the most challenging entity type, with the
monolingual model8 performing at 87.1% and the
multilingual model at 88.8%.

The worse performance on LOC can be partly ex-
plained by their representation in the training data,
as they correspond to about half of the personal
names in our datasets. However, this does not
explain the much better performance on NORP
entities, which are even less represented in the
training data, yet led to a high performance in the
output. On the one hand, this shows the robustness
of the NORP tag chosen for the evaluation, espe-
cially considering that ethnonyms and groups are
one of the most challenging entity classes for au-
tomatic extraction. On the other hand, it suggests
that place names need a more careful treatment
at the stage of annotation and guidelines design.
Both models are now available on HuggingFace

5.1. Qualitative Evaluation
For the qualitative evaluation, we utilized the multi-
lingual model (Model_B.) Overall, the multilingual
model correctly classified 1118 PER entities, 698
LOC entities, and 809 NORP entities, for a total of
2625 entities (Table 3). It missed 78 entities, and it
miscategorized 134 entities in total, with LOC being
by far the most frequent. The most frequent errors

7https://huggingface.co/UGARIT/
grc-ner-xlmr

8https://huggingface.co/UGARIT/
grc-ner-bert

https://huggingface.co/pranaydeeps/Ancient-Greek-BERT
https://huggingface.co/pranaydeeps/Ancient-Greek-BERT
https://huggingface.co/UGARIT/grc-alignment
https://huggingface.co/UGARIT/grc-alignment
https://huggingface.co/UGARIT/grc-ner-xlmr
https://huggingface.co/UGARIT/grc-ner-xlmr
https://huggingface.co/UGARIT/grc-ner-bert
https://huggingface.co/UGARIT/grc-ner-bert
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Test Validation
Model_A (Ex 5) Model_B (Ex 6) Model_A (Ex 5) Model_B (Ex 6)

LOC
precision 82.92% 83.33% 87.10% 88.66%
recall 81.30% 81.27% 87.10% 88.94%
f1 82.11% 82.29% 87.10% 88.80%

NORP
precision 87.10% 88.71% 92.82% 94.76%
recall 90.81% 90.76% 93.42% 94.50%
f1 88.92% 89.73% 93.12% 94.63%

PER
precision 92.61% 91.72% 95.52% 94.22%
recall 92.94% 94.42% 95.21% 96.06%
f1 92.77% 93.05% 95.37% 95.13%

Overall

precision 88.92% 88.83% 92.63% 92.91%
recall 88.82% 89.99% 92.79% 93.72%
f1 88.87% 89.41% 92.71% 93.32%
accuracy 97.28% 97.50% 98.42% 98.87%

Table 2: Test and validation results of the top two models. Model_A represents the output of Experiment
5, a fine-tuned model based on the ancient Greek monolingual model (Singh et al., 2021), while Model_B
represents the output of Experiment 6, a fine-tuned model based on the Ugarit multilingual model (Yousef
et al., 2022a).

of classification concerned confusion between the
LOC and NORP tags, as it is to be expected. Very
rarely confusion occurred between PER and other
tags, often being justified by ambiguity in the very
lemma of the word or by the presence of foreign
names, such as "Mania", which was misclassified
as LOC. Entities that were not extracted included
some recurring names, such as "Phyle" (8 times)
and "Otys" (6 times). The ethnonym "Hellenikon"
was not extracted 5 times. There was also a mi-
nority of cases where the model correctly identified
entities that had been mistakenly omitted by the
annotator, which leads us to believe that the results
are even better than what the numbers suggest.

Overall, LOC names were most frequently in-
volved in errors of extraction and miscategoriza-
tion. Interestingly, however, some common nouns
were extracted and correctly classified, that could
be considered places, such as "doors", "islands",
"isthmus", "river", and "acropolis". This presumably
reflects the ways in which entity boundaries are
established in the training data, where strings like
"Phasis river" or "Ionic gulf" are often considered
full names, even if the second word is lowercase.
However, it is also true that common nouns like
"isthmus" are often used in Greek sources to refer
to specific places, such as the Isthmus of Corinth:
therefore, it is difficult to establish what exactly con-
stitutes an identifiable "place" in these cases. A
similar phenomenon occurred with titles, such as
"hipparchos" (which can also be a personal name)
or "ephoros", and with socio-political organizations,
such as "boule" or "demos". It should be noted,
however, that these strings were not consistently
extracted: this is presumably due to the internal in-
consistency of the training data, where analogous

instances may or may not have been annotated,
whether as names, as part of multi-token entities,
or as mentions of specific referents, depending on
the project guidelines.

A related issue is represented by multi-token
entities, such as "Olympian Zeus" or "Temple of
Artemis": these are often not represented in suffi-
cient number to be significant for training and eval-
uation, and are extremely difficult to annotate, be-
cause their boundaries are not always clear. They
are also challenging to measure in quantitative eval-
uation. In our dataset, there were 15 recognizable
multi-token entities, of which the model extracted
and classified 9 in a coherent way, while 5 were
not recognized, and one was dubious. In most
cases, even if the entity extracted did not perfectly
overlap with the gold standard, it made sense: for
example, "Lyceum gymnasium" was counted as an
error because the annotator only tagged "Lyceum",
but it is a perfectly acceptable alternative name. A
remarkable case regarded the "Makra Teiche" (the
Long Walls of Athens), which appears lowercase
in our text, but was extracted and classified by the
model. In other words, there are cases that need to
be considered individually and qualitatively in order
to be properly assessed, as they often require strict
guidelines to establish entity boundaries.

6. Conclusion and Limitations

In this paper, we have shown a workflow to train
a robust NER model, whose performance is eval-
uated on out-of-domain texts, reproducing a real-
istic scenario of use for a tool of this kind. Our
training strategy and tagset harmonization lead to
state-of-the-art performance with the two available
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Model Output
O PER LOC NORP

G
ol

d
St

. O 26,226 33 37 14
PER 37 1,118 22 8
LOC 33 29 698 35
NORP 8 2 38 809

Table 3: Qualitative Evaluation Confusion (Error)
Matrix. "O" represents non-entity tokens.

transformer-based models, with a slightly better per-
formance shown in the multilingual model trained
on the alignment task.

Despite the encouraging results, the potential of
transformers for NER in Ancient Greek is still not
fully exploited. It has been shown that even the
most refined models, without ad hoc training and
fine-tuning, perform poorly on several tasks on an-
cient and historical corpora (Sprugnoli et al., 2023;
González-Gallardo et al., 2023). Transformers are
very data-hungry and require a significant amount
of annotations for optimal results. This is especially
relevant for ancient languages, which are closed
systems and, for the most part, significantly smaller
corpora than modern languages. This fundamen-
tally limits strategies for upsampling, training and
fine-tuning.

Apart from the scattered nature of currently avail-
able tagsets, some issues remain unresolved. For
example, place names are still underrepresented
in annotated corpora. However, data availability is
insufficient to explain bad model performance, as
we have shown above. In general, place names
seem to be especially challenging for annotation
practices, more than personal and group names.
For example, the definition of identifiable "places"
sometimes goes beyond capitalized words; further-
more, it may be relevant for a project to tag com-
mon nouns that refer to locatable areas. Another
issue is represented by multi-token entities, such
as "Pythian Apollo" or "Erythraean Sea". In our
dataset, we had too few of them to be significant to
the evaluation. However, the problem resides once
again in annotation practices, as it is often difficult
to establish the boundaries of what constitutes a
named entity.

In conclusion, we want to emphasize that cur-
rent challenges in model training and evaluation
are not to be attributed to the lack of highly perform-
ing models, but to the lack of best practices and
documentation in the development of high-quality
annotated datasets (Beersmans et al., 2023). This
key issue affects the further development of anno-
tation strategies and reliable tagsets: in fact, our
mapping strategy was effective in containing po-
tentially ambiguous cases, but it also limited the
granularity of entity classification. For example, au-
thor names, nicknames and personal names are

all grouped under one PER tag, but their different
functions could be significant in the context of indi-
vidual projects. Furthermore, other entity classes
were not considered, such as events, objects, and
languages. The future necessary steps include the
implementation of an extended tagset according to
a hierarchical structure, as outlined by Romanello
and Najem-Meyer 2022: the hierarchical structure
will ensure that existing tagsets can still be harmo-
nized at least at the higher level, but it will also
provide a foundation for more accurate annotated
corpora in the future.
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Corpus Original Tag OntoNotes Tag

Deipnosophists

Person PER
Place LOC
Ethnic NORP
Group NORP
Noclass MISC
title MISC
festival MISC
month MISC
language MISC
constellation MISC

Pausanias

Place.proxy NORP
Place.regional LOC
Place.physical LOC
Place.mythical LOC
Place.material LOC
Person PER

Other

Place LOC
Place.group NORP
Ethnonym NORP
Person PER
Person.group NORP
Author PER
Patronymic PER

Table 4: Concordance table used to harmonize the main tagsets used in the training data.

Ex 1 Ex 2 Ex 3 Ex 4 Ex 5 Ex 6

LOC
precision 87.10% 86.11% 77.78% 80.54% 82.92% 83.33%
recall 87.31% 88.59% 78.78% 80.23% 81.30% 81.27%
f1 87.21% 87.33% 78.28% 80.39% 82.11% 82.29%

NORP
precision 93.35% 93.68% 89.51% 90.76% 87.10% 88.71%
recall 92.32% 95.55% 92.08% 92.48% 90.81% 90.76%
f1 92.83% 94.60% 90.78% 91.61% 88.92% 89.73%

PER
precision 94.10% 95.18% 88.78% 92.05% 92.61% 91.72%
recall 95.67% 97.20% 88.62% 92.34% 92.94% 94.42%
f1 94.88% 96.18% 88.70% 92.19% 92.77% 93.05%

overall

precision 91.55% 92.86% 85.36% 88.45% 88.92% 88.83%
recall 91.74% 94.73% 86.17% 88.90% 88.82% 89.99%
f1 91.64% 93.79% 85.76% 88.67% 88.87% 89.41%
accuracy 98.21% 98.93% 95.55% 97.22% 97.28% 97.50%

Table 5: Training results of all experiments.
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Ex 1 Ex 2 Ex 3 Ex 4 Ex 5 Ex 6

LOC
precision 86.15% 89.69% 81.91% 86.76% 87.10% 88.66%
recall 75.35% 75.89% 91.02% 85.22% 87.10% 88.94%
f1 80.39% 82.22% 86.22% 85.99% 87.10% 88.80%

NORP
precision 89.53% 90.42% 94.13% 92.26% 92.82% 94.76%
recall 88.00% 94.61% 91.01% 91.52% 93.42% 94.50%
f1 88.76% 92.46% 92.55% 91.89% 93.12% 94.63%

PER
precision 93.73% 92.28% 90.84% 95.83% 95.52% 94.22%
recall 86.74% 91.63% 95.79% 93.75% 95.21% 96.06%
f1 90.10% 91.95% 93.25% 94.78% 95.37% 95.13%

overall

precision 88.14% 89.44% 89.30% 91.62% 92.63% 92.91%
recall 84.29% 88.57% 93.42% 91.11% 92.79% 93.72%
f1 86.17% 89.00% 91.32% 91.37% 92.71% 93.32%
accuracy 97.09% 98.11% 97.88% 98.18% 98.42% 98.87%

Table 6: Performance of different models on the validation dataset.
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