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Abstract

Knowing our past can help us better understand our future. The explosive development of NLP in these past few
decades has allowed us to study ancient languages and cultures in ways that we couldn’t have done in the past.
However, not all languages have received the same level of attention. Despite its popularity in pop culture, the
languages spoken in Ancient Egypt have been somewhat overlooked in terms of NLP research. In this survey paper
we give an overview of how NLP has been used to study different variations of the Ancient Egyptian languages.
This not only includes Old, Middle, and Late Egyptian but also Demotic and Coptic. We begin by giving a short
introduction to these languages and their writing systems, before talking about the corpora and lexical resources that
are available digitally. We then show the different NLP tasks that have been tackled for different variations of Ancient
Egyptian, as well as the approaches that have been used. We hope that our work can stoke interest in the study of
these languages within the NLP community.

Keywords: Ancient Egypt, Ancient Languages, Coptic, Demotic, Historic Languages, Literature Review,
Low-Resource Languages

1. Introduction

Ancient Egyptian culture has been called one of
the cradles of western civilization (Maisels, 1998).
However, there is still much that we do not know
about it. The Egyptian people left behind vast
amounts of primary textual sources, which the dry
weather of the desert helped preserve even if it
was in a fragmentary manner. As an example of
this, we can take the Oxyrhynchus papyri, a collec-
tion of over 500,000 papyri containing fragments of
texts, currently housed at the University of Oxford.1
All of these documents can give us invaluable in-
sights into the lifestyles that these people led and
the state of the world at that time. It also can pro-
vide unique insights into how technology, science
and religion have evolved over time. Developing
computational approaches can help us better un-
derstand the languages within these documents
and how they connect to their environment, while
helping preserve them for future generations.

Some issues are quick to appear when attempt-
ing to use NLP for Ancient Egyptian. First and fore-
most is that there are no longer any native speakers
left. This means that we cannot know how the lan-
guage was pronounced2 or clarify any doubts we
may have about the documents. As for making
linguistic annotations and translations, it will often
take much longer than for living languages (Polis
et al., 2015). Furthermore, some of the subtleties of

1https://www.ees.ac.uk/papyri
2Despite this, at least one paper has attempted to

do automated pronunciation mining for several dead lan-
guages, including Ancient Egyptian and Coptic (Lee et al.,
2020).

the text might be missed due to lack of the relevant
sociocultural context.

Another major issue is that the Ancient Egyptian
language was used for over 3,000 years. The vast
expanse of the Ancient Egyptian empire and the
lack of quick and inexpensive media of transporta-
tion lead to major variations in the language (Bard,
2005). More details on the language and on these
variations will be discussed in section 2.

Finally, even though a lot of documents survived,
most of them are at least partly damaged due to
weather conditions, human intervention or just the
passage of time. This means that, even if we can
extract the whole meaning of the sentence, some
nuances or regional variations can be lost to history.

All of these issues mean that the different vari-
ations of Ancient Egyptian are considered low-
resource languages (Zeldes and Schroeder, 2016;
Nederhof and Rahman, 2015). This means that
most of the cutting-edge strategies such as trans-
formers (Vaswani et al., 2017) cannot be used
for these languages, as those often require vast
amounts of data.3

For this literature review, we made a survey of the
Natural Language Processing (NLP) techniques
that have been used recently to study the Ancient
Egyptian language. This includes not only the ac-
tual implementations, but also some of the difficul-
ties they faced, how they were able to overcome
them and some of the implications of their works.

3It should be noted that this is not necessarily the
case for Demotic, as it has parallel corpora that allow it
to be used for multilingual approaches, see Choudhary
and O’riordan (2023) or Khakhmovich et al. (2020) for
examples of this.

https://www.ees.ac.uk/papyri
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We looked for papers dealing with computational
approaches and Ancient Egyptian in the ACL An-
thology4, the ACM Digital Library5, and Google
Scholar6. We then filtered the papers that are re-
lated to NLP. More specifically, we decided not to
talk about optical character recognition or the dig-
ital representation of the characters either, as we
consider those to be image recognition and data
representation tasks, respectively, as opposed to
NLP ones. We have included all works that match
our criteria until January 2024.

It is important to note that we focused mainly on
Middle and Late Egyptian as barely any NLP work
has focused on Old Egyptian and Demotic. We
also focus on Coptic, as this language can also be
considered a variation of Ancient Egyptian (Bard,
2005) and a good amount of work has been done
for it.

As for the organization of the rest of this paper,
we first describe the language in Section 2 and
make some comments about it in order to show-
case common issues that arise when working with
the language. We talk about the corpora available
in Section 3, including the kinds of annotations
they have and the periods over which they have
been updated. In Section 4 we talk about the NLP
tasks that are relevant for Ancient Egyptian. Fi-
nally, we devote Section 5 to the current state of
the use of NLP techniques for Coptic. Even though
it still can be considered an evolution of the Ancient
Egyptian language, it has a completely different
writing system and we have a greater amount of
well-preserved documents. As a result, the issues
faced when dealing with Coptic are different than
those that we face with Ancient Egyptian.

2. The Language

Nederhof and Rahman (2015) provide a good
overview of the Ancient Egyptian language and its
characteristics in their paper. It is the main source
of the information in this section, along with the
introduction to hieroglyphs given by Kamrin (2004)
and the description of the language given by Bard
(2005). However, most of the papers that we men-
tion throughout this literature review also have a
brief explanation of the language.

Ancient Egyptian is a language in the Afro-Asiatic
family. This family includes the Semitic languages
(Hebrew, Arabic, etc.). In the languages of this fam-
ily the vowels are usually not written and Ancient
Egyptian is no different7. This, coupled with the
fact that there are no native speakers alive, means

4https://aclanthology.org/
5https://dl.acm.org/
6https://scholar.google.com/
7With the exception of Coptic, where vowels are writ-

ten.

Figure 1: A table illustrating how the Ancient
Egyptian scripts evolved over time. It compares
seven symbols in hieroglyphic, hieratic, and de-
motic scripts. Taken from the Encyclopaedia Britan-
nica website,9 based on the same table by Möller
(1919, p. 78).

that we cannot really know how Ancient Egyptian
sounded like. Some of the approximations we cur-
rently have are made taking into account how pho-
netics work in the other languages of the family, but
we should not fall into the trap of considering them
how the language actually sounded.

The writing system was hieroglyphic, but it could
also be written in hieratic, a manuscript version
of hieroglyphs. An example of how these writing
systems evolved over time can be seen in Figure
1. We have included more examples of how these
script systems look like in Appendix A. The sym-
bols of this writing system can be divided into lo-
gographs, phonographs, determinatives or typo-
graphical signs.

Logographs represent either whole words or
ideas. That means that a single symbol can rep-
resent a complete idea, such as a river or a bird.
Phonographs, on the other hand, represent sounds.
Each phonograph can correspond from one to three
consonants, depending on the symbol. Determi-
natives help clarify the meaning of the word or dis-
ambiguate between otherwise identically written
words. Finally, typographical signs are used to give
semantic meaning to the word or as fillers.

There are some important considerations that
must be taken into account when trying to parse
these symbols. Some words can be written either
using logograms, just phonograms or a combina-

9https://commons.wikimedia.org/wiki/
File:Leaves_from_a_Coptic_Manuscript_
MET_sf21-148-1as3.jpg (Accessed March 30,
2024)

https://aclanthology.org/
https://dl.acm.org/
https://scholar.google.com/
https://commons.wikimedia.org/wiki/File:Leaves_from_a_Coptic_Manuscript_MET_sf21-148-1as3.jpg
https://commons.wikimedia.org/wiki/File:Leaves_from_a_Coptic_Manuscript_MET_sf21-148-1as3.jpg
https://commons.wikimedia.org/wiki/File:Leaves_from_a_Coptic_Manuscript_MET_sf21-148-1as3.jpg
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tion of the two (like in Japanese). Also, some sym-
bols can have more than one function and there
are neither end-of-word nor end-of-sentence mark-
ers. Furthermore, scribes took into account the
aesthetic value of their work, adding or removing
symbols as they deemed appropriate. Along the
same vein, while the language was written from top
to bottom, it could be written from left to right or from
right to left and the orientation of the text could be
either vertical or horizontal. This means that there
is no standardized way of writing the language.

The language also had important variations
throughout its history. The Ancient Egypt empire
lasted for around 3,000 years and is usually divided
into the Old, Middle and New Kingdoms. Between
these kingdoms there were periods of great unrest,
which lead to big cultural changes. Because of that,
the Ancient Egyptian language can be divided into
these same stages, with Old and Middle Egyptian
being sometimes grouped into Classical Egyptian
due to their similarity. However, Late Egyptian does
show important differences when compared to Mid-
dle Egyptian, both grammatical and morphological,
and is often considered as a different language.

Finally, Demotic and Coptic can also be consid-
ered later stages of Ancient Egyptian, even though
they do not use neither hieroglyphs nor the hier-
atic script any longer (Bard, 2005). They can also
have bigger variations in terms of morphological
and grammatical variation, as evidenced by the
greater amount of usage of suffixes and the lack
of repetition of phonemes in Coptic (Zeldes and
Schroeder, 2016).

It is because of all these reasons that most pa-
pers just focus on one of the stages of the language
instead of trying to focus on all of its history at the
same time.

3. Corpora and Lexical Resources

An important first step in order to do any kind of
NLP is to have corpora available. However, when
studying ancient languages we have the major is-
sue that there are no longer any native speakers
to annotate sentences or documents. This in turn
means that it takes much longer for them to be an-
notated (Polis et al., 2015). Here we present the
most recent and most comprehensive corpora for
the different stages of Ancient Egyptian that we
mentioned in Section 2.

3.1. Middle Egyptian
While there were attempts at making corpora of
annotated Middle Egyptian, it was until 2017 when
Nederhof and Rahman (2015) annotated a corpus
for hieratic transliteration that also included the func-
tion of each symbol. Taking into consideration that

the current NLP approaches do not use the spatial
relations of the script, they linearized the text. They
also removed variations of symbols, considering
that they would do more harm than to help train-
ing the models. The corpus currently consists of
only two texts. Due to how some words tend to be
often repeated throughout each text, its creators
suggest to train it on one of them and test it in the
other. They argue that, even though mixing both
texts allows for more training data, doing so would
skew the results of machine learning models and
give a false sense of confidence due to data leak-
age. The corpus is available as part of the larger
St. Andrews corpora.10

3.2. Late Egyptian
The Ramses project is the most ambitious project
regarding Ancient Egyptian corpora, as it is an at-
tempt to build a comprehensive annotated corpus
of all available texts in Late Egyptian (c. 1350-700
BC). The project began in 2008, and a first version
of their software was first made publicly available
in 2013 by Polis et al. (2013). A beta of an online
version was released in 2015 (Polis et al., 2015).
At the time of its presentation, the corpus had al-
ready more than 1350 texts, which amount to over
a million words. When the website was announced,
it already had over 4000 texts and, during a pre-
sentation in 2017 (Polis and Razanajao, 2017), it
was announced that the corpus was nearing 5000
texts.

An important feature of this corpus is that from its
inception, it included the documents that are con-
sidered the most useful for studying the language,
along with other texts considered to be relevant for
linguistic analysis. The corpus’s annotations focus
heavily on inflections, lemmata, and spellings, but
also include all of the relevant metadata for each
text, along with annotations on the state of preser-
vation of the documents (or sections of them) and
on alterations or editings of the texts. It also allows
the annotators to include comments or criticism
on their choices, with references that justify them.
Their original paper (Polis et al., 2013) also includes
a small tutorial on how to use their software and
a list of ways to further expand the project, one of
which was including syntactic analysis of the texts.

The online version is currently available at the
project website.11 However, this is only the beta
version of the website, which is only available in
French and provides access to only a small portion
of the corpus. Another issue is that the last update
to the website was made in 2016, though Polis and
Razanajao (2017) noted in 2017 that the project

10https://mjn.host.cs.st-andrews.ac.uk/
egyptian/texts/

11http://ramses.ulg.ac.be/

https://mjn.host.cs.st-andrews.ac.uk/egyptian/texts/
https://mjn.host.cs.st-andrews.ac.uk/egyptian/texts/
http://ramses.ulg.ac.be/
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was still alive.

3.3. Demotic
The Chicago Demotic Dictionary (Johnson, 2001)
is one of the few lexica available for Demotic. It was
maintained and updated from 1972 to 2012 and
includes not only the words themselves, but also
scans of the actual documents. The 2002 edition
can be found on the project’s website as a PDF
document.12

3.4. Coptic
A comprehensive corpus of Coptic was created in
2013 and released in 2016. This corpus, called the
Coptic Scriptorium (Schroeder and Zeldes, 2016),
was designed to be used to study a wide variety
of subjects, from linguistics to biblical studies, and
consists of eleven smaller corpora. At the time of
its release, it had a little less than 60 thousand man-
ually annotated words. This corpus can be used for
a wide variety of NLP tasks, most of which can be
consulted at the project’s website.13 Most notably, it
covers a wide variety of annotations, from tokeniza-
tion (i.e. identifying the words in a document) all
the way to parts-of-speech tagging and a treebank
which follows the universal dependencies notation.
This is an ongoing project that currently has around
850 thousand annotated words and the documents
have enough metadata to tell whether these anno-
tations were made automatically or whether they
were either made or revised by humans. Their
most recent release was on October 2023 and the
current status of the project can be found at their
blog.14

Several other lexicons for Coptic have been cre-
ated through time. There is also the Database and
Dictionary of Greek Loanwords in Coptic15, which
contain Coptic Lemmas that were adopted from
Ancient Greek lemmas. The Marcion project16 is
another lexicon freely available online, with over 11
thousand head words and over 87 thousand items.
Both of these lexicons were based on an already
existing dictionary (Crum, 1939).

In return, both of these lexicons along with the
Coptic section of the TLA were used to create both
an online dictionary (Feder et al., 2018) and Word-
Net (Slaughter et al., 2019). Both of these have

12https://oi.uchicago.
edu/research/projects/
chicago-demotic-dictionary-cdd-0

13https://copticscriptorium.org/tools
14https://blog.copticscriptorium.org/
15https://www.geschkult.fu-berlin.de/

en/e/ddglc/index.html
16http://marcion.sourceforge.net/

dictionary/coptic.html

been incorporated into the Coptic Scriptorium and
its other resources.

Some multilingual collections of corpora contain
data in some of the variations of Ancient Egyptian.
The Coptic Scriptorium corpus mentioned previ-
ously forms part of the Universal Dependencies
framework (Zeldes and Abrams, 2018; de Marneffe
et al., 2021), a project whose aim is to create a
framework for consistent grammatical annotations
across different languages. Finally, the OPUS cor-
pora (Tiedemann, 2016) contains parallel data for
translation, one of the languages included being
Coptic.

3.5. Various Time Periods
The Thesaurus Linguae Aegyptiae (TLA) (Seidl-
mayer, 2011) was a corpus released in 2004 and
was updated until 2012. It contains a wide variety of
texts, ranging all the way from the Old Kingdom to
the Roman times, including the oldest pyramid texts.
This amounts to almost a million and a half words,
containing texts in Old, Middle and Late Egyptian,
Demotic, and Coptic. It is one of the few annotated
Old Egyptian and Demotic corpora. The corpus
only has lemmatization and morpho-syntactic an-
notation and most of their website, including the
handbook on how to access and use the database,
is in German. The corpus is freely available on-
line.17

The Thot Sign List (TSL) (Polis et al., 2021) is
a collection of graphemes that have been attested
in hieroglyphic or hieratic texts. Its first release
contains 1,203 signs, 4,842 functions, and 21,834
tokens. The TSL is freely available on the project
website,18 but a (free) account is necessary to ac-
cess all of its features.

Nordhoff and Krämer (2022) created a dataset
with morpheme annotation for several low-resource
languages. It contains examples in Old and Late
Egyptian, as well as in Coptic. However, they do not
mention the corpus size for any of the languages
included.

4. NLP for Middle and Late Egyptian

Rosmorduc (2015) gives a quick overview of some
of the main tasks that have been tackled from the
90s to 2015. He notes that, other than some at-
tempts in the 90s, most of the work up until recently
had been geared towards creating a standard Uni-
code representation of hieroglyphs. The most re-
cent updates in this regard were in 2019 and 2021
(Nederhof et al., 2019; Glass et al., 2021), when
some control characters to signal some spatial prop-
erties of the characters were introduced.

17http://aaew.bbaw.de/tla/
18http://thotsignlist.org

https://oi.uchicago.edu/research/projects/chicago-demotic-dictionary-cdd-0
https://oi.uchicago.edu/research/projects/chicago-demotic-dictionary-cdd-0
https://oi.uchicago.edu/research/projects/chicago-demotic-dictionary-cdd-0
https://copticscriptorium.org/tools
https://blog.copticscriptorium.org/
https://www.geschkult.fu-berlin.de/en/e/ddglc/index.html
https://www.geschkult.fu-berlin.de/en/e/ddglc/index.html
http://marcion.sourceforge.net/dictionary/coptic.html
http://marcion.sourceforge.net/dictionary/coptic.html
http://aaew.bbaw.de/tla/
http://thotsignlist.org
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4.1. Transliteration
We currently have a very good understanding of
how Ancient Egyptian script works, even going as
far as having developed standardized methods of
transliteration to Latin script and designed Unicode
symbols for hieroglyphic script (Nederhof et al.,
2019). However, most of these methods require
human annotators to work on the text due to the
lack of standardization in how the language was
written (see section 2). This means that translitera-
tion is still an open problem in the Ancient Egyptian
machine learning field.

As mentioned in Section 3, an important issue is
that annotation of Ancient Egyptian is a slow pro-
cess. Because of this, any major breakthrough
would mean that more manpower would be avail-
able for other tasks in Egyptology.

One of the latest approaches for translitera-
tion is the one by Nederhof and Rahman (2017).
They made a probabilistic automaton that can
transliterate a text in Middle Egyptian hieratic (i.e.
manuscript hieroglyphs) to its phonetic values. For
this, they created the Middle Egyptian corpus men-
tioned in Section 3. It has annotations for the func-
tions of each symbol so as to help the model learn.
They consider that the innovation of their system is
that it does more than just doing a simple transliter-
ation, it also makes notes on semantic elements of
the text. Due to the scarcity of annotated texts from
that era, they compare n-gram models (with n vary-
ing from 1 to 3) and Hidden Markov Models (HMM).
They were able to reach recall and precision scores
of approximately 0.95 when interpolating the results
from the 3-gram and HMM models. The authors
mention that, even though the model used was
very basic, this is an important stepping stone for
transliterating documents from this era.

In a previous work, Nederhof (2009) notes that
alignment could be another possible way to ap-
proach transliteration. The proposed model as-
sumes that the signs in the text can only be either
phonograms or determinatives, thus ignoring lo-
gographs and typographical signs. Moreover, it
also assumes that the text can be read without
skipping signs or repeating phonograms. In order
to make the model more robust, it assigns a penalty
to words that could break these rules. The word
boundaries are then chosen as the configuration
that minimizes this penalty through the use of beam
search. When using a simpler text he got an ac-
curacy of 0.98 while experimenting with variations
of the model, while a more complicated text got
an accuracy of 0.97. He does note, however, that
the model might struggle with unseen and/or more
complex texts due to things such as unusual ways
that words might be written.

Rosmorduc (2009) tried another approach to
transliteration. He derived a set of rules on how

words are formed and created a series of trans-
ducers, that is, finite-state automatons that parse
the words and use these rules to verify whether a
word is valid or not. The validation set was one of
the same texts that Nederhof and Rahman (2015,
2017) used for their corpus and his model achieved
a precision of around 0.91. However, this was
the same set from which the rules were derived.
When using another text as a test set, the precision
dropped to 0.82. He justifies his results by claiming
that they were due to some small technical errors.
Finally, he tried to use the same model on a Late
Egyptian text. Even though the precision score for
this test is not reported and the author notes that it
is quite bad, he mentions that it is on par with what
he would expect for a student that has only studied
Middle Egyptian but not any of its latter variants.

A later paper by Barthélemy and Rosmorduc
(2011) compares two kinds of transducers, but does
not report performance scores for either of the mod-
els.

Similarly, Bédi et al. (2022) present a multi-
modal system for transcribing or transliterating en-
dangered and extinct languages (depending on
whether the modality is audio or text, respectively).
They tested their model on Ancient Egyptian inscrip-
tions, but do not report any quantitative results. A
later paper shows how this system would work with
a sample text (Bédi et al., 2022), which is also avail-
able online.19

Finally, Wiesenbach and Riezler (2019) use tran-
scription and part-of-speech tagging as an interme-
diate step towards translation into German. They
used encoders and decoders to achieve these joint
tasks. Given that they do not report results for the
transliteration, we will talk about their approach in
the following section.

4.2. Translation and Part-of-Speech
Tagging

Even though translation and part-of-speech (POS)
tagging are completely separate tasks, the only
paper (to the best of our knowledge) that tackles
these tasks in Ancient Egyptian does it in tandem.
It should be noted that only the results for the trans-
lation task are reported.

Wiesenbach and Riezler (2019) compare differ-
ent approaches for translating Middle Egyptian into
German. These model several tasks jointly under
the assumption that it would help with the small
amount of data available. They compare using
hieroglyphs and their transcription for translation
(the many-to-one approach); using hieroglyphs to
translate, transcribe, and extract POS tags at the

19https://c-lara.unisa.edu.au/lara_
legacy/hieroglyphics1avocabpages/
_hyperlinked_text_.html

https://c-lara.unisa.edu.au/lara_legacy/hieroglyphics1avocabpages/_hyperlinked_text_.html
https://c-lara.unisa.edu.au/lara_legacy/hieroglyphics1avocabpages/_hyperlinked_text_.html
https://c-lara.unisa.edu.au/lara_legacy/hieroglyphics1avocabpages/_hyperlinked_text_.html
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same time (the one-to-many approach); and using
both hieroglyphs and their transcription to translate,
transcribe, and extract the POS tags (the many-
to-many approach). As a baseline with which to
compare these approaches they use a system that
directly translates hieroglyphs to German.

Their models have an encoder for each type of
input and a decoder for each type of output (de-
pending on the approach). These are based on
a GRU20 architecture with attention. They experi-
mented both with a more shallow network of one
layer and a deeper one of four layers. For the
learning process they compare different schedules
to determine whether to lend more weight to the
main task (translation) or to the assistance tasks.
The data they used was a subset of the Thesaurus
Linguae Aegyptiae (TLA) (Seidlmayer, 2011) men-
tioned in Section 3.

The best performance of their baseline system
is a BLEU score of 19.86 points. This score is im-
proved for the best many-to-one system to 21.61
points and to 22.79 points for the best one-to-many
system. Meanwhile, the many-to-many system
showed no improvement over the baseline, with
a BLEU score of 18.07. Thus they conclude that
jointly translating, transliterating, and doing POS
tagging yields better results than doing a direct
translation. It is of note that they do not report re-
sults neither on the transcription task nor on the
POS tagging task.

4.3. Text Classification
Automatic text classification is another important
task in NLP, as it can help document organization
and management, text filtering or sense disam-
biguation. This is particularly useful for ancient
languages as it allows us to study them without
having to sift through and manipulate the original
documents.

Gohy et al. (2013) mention that doing text classi-
fication can also give us insights into the registers
used for different kinds of texts, which in turn should
help improve the performance of machine learning
techniques in other NLP tasks. They further claim
that this is an important endeavor in the case of
dead languages such as Late Egyptian.

In their paper Gohy et al. (2013) did genre classifi-
cation. The genres they chose were letters, judicial
documents, oracular questions, educational texts,
monumental inscriptions, hymns and administra-
tive texts. The authors argue that, while assum-
ing that different genres do not overlap is an over-
simplification, when chosen carefully they should
be relatively independent from each other. They
also note that another strong assumption that they

20GRU stands for gated recurrent unit, a kind of recur-
rent neural network (Cho et al., 2014).

are making in their paper is that each genre will
have one and only one register and that each regis-
ter will be exclusive to one genre, which is not true
in general. Finally, as they are only interested in
the registers, their models use mainly just semantic
and morpho-syntactic features, while mostly ignor-
ing the metadata and the structure of the texts.

The models that they used were a naïve Bayes
classifier, an SVM, and a segment and combine
method (which learns from each syntactic property
of the document and then combines what it learnt to
get further insights). Their best performing model
was the naïve Bayes classifier, which achieves a
recall of slightly over 0.84 in general and of over
0.97 with both letters and monumental inscriptions.
They consider that in the case of the monumental
inscriptions this is due to the more rigid structure
used for the language and in the case of the letters
it is due to the higher volume of training data avail-
able. On the other hand, this model gets a recall of
only 0.66 with oracular texts. The authors consider
that this is because oracular questions were usually
very short (usually one or two sentences) and dealt
with daily life matters thus being mostly misclassi-
fied as letters. Therefore, they created a modified
naïve Bayes classifier which takes into account the
length of the texts. This new model improved the
recall of oracular questions to over 0.9 and got a
general recall improvement of approximately 3%.
Their SVM model got similar, but slightly worse re-
sults, while the segment and combine model got
much more extreme results, with letters, judicial
and educational documents, and monumental in-
scriptions getting a recall of over 0.9, but oracular
questions and administrative texts having a recall
lower than 0.3.

4.4. Text Retrieval
One of the NLP tasks that would be the most useful
for egyptologsts is text retrieval. This task allows to
create systems capable of searching and querying
indexed documents. Using these kinds of systems
would save researchers the effort of sifting through
piles of useless data. They also function as a cul-
tural preservation tool, by diminishing the amount
of manipulation suffered by the actual physical doc-
uments.

In their paper, Iglesias-Franjo and Vilares (2020)
created a text information retrieval system for Mid-
dle Egyptian. They consulted several egyptologists
in order to determine the needs of such a system,
most of which were either simplicity of use, flexibil-
ity and adhering to the current standard practices
of the field. The system first preprocesses and
normalizes the text of the documents. The normal-
ization step refers to the way the hieroglyphs are
tokenized into "sign groups" as opposed to each
symbol being taken separately. After this, an index
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is created and stored. Once the index is in place,
queries can be made. These can be made in latin
script, hieroglyphs or a combination of the two. The
text is then normalized as in the indexing stage,
with the difference that a query using hieroglyphs
can specify whether the symbols are the only ones
appearing or if the user is looking for words that
contain those symbols. Then, a list is selected and
ranked according to a Boolean model and a vector
space representation of the documents. The au-
thors note that this is a first release and that there
is still much work to be done. The system is freely
available at their GitHub page.21 Another approach
that they proposed was using a method similar to
those used for Japanese dictionaries, where words
can be searched by using a combination of kanji
(ideograms) and kana (syllabary). However, this
query method was considered too unintuitive by
the authors. They also note that completion of the
Ramses or the Thesaurus Linguae Aegyptiae cor-
pora mentioned in Section 3 could be a great boon
to these kinds of systems.

4.5. Semantic Representations
Even though Ancient Egyptian lacks the amount
of text needed to create embeddings (either con-
textual or non-contextual), that does not mean that
useful semantic representations cannot be made.

Semantic maps (Georgakopoulos and Polis,
2018) are graphs of meanings such that two mean-
ings are connected to each other if there is a lan-
guage in which the same linguistic item is used
for both meanings. These maps not only help
visualize how meanings vary across languages,
but can also be used to determine how languages
vary across time. Thus, Georgakopoulos and Polis
(2021) created diacronic semantic maps both for
Ancient Egyptian and Ancient Greek. They argue
that these maps properly reflect the expected se-
mantic changes that happened during the chosen
period of time.

5. NLP for Coptic

Even though Coptic can be considered a later stage
of Ancient Egyptian, it has important differences
with respect to Classical and Late Egyptian (Bard,
2005). This leads to a different set of problems
when using NLP techniques with the language.
One of these differences is that Coptic is no longer
written in hieroglyphs, as it uses a modified ver-
sion of the Greek alphabet instead. This leads to
transliteration no longer being an issue, as there
is a one-to-one correspondence between symbols
and phonemes.

21http://github.com/estibalizifranjo/
hieroglyphs

Another factor is that the morphology of the lan-
guage went through several major changes. One
example of this is the difference in the usage of
affixes along with a huge influx of loanwords from
Greek, which did not always adapt to the Coptic
morphology (Kramer, 2006; Zeldes and Schroeder,
2016). An example on how this affects the design
of NLP tools is with segmentation, especially when
attempting to detect the language origin of a word.

A lot of documents from early Christianity were
written in Coptic and the Coptic Orthodox Church
still uses the language during mass. This means
that there are more well-preserved texts in Coptic
than in Ancient Egyptian. Thus, the contents of
these texts tend to attract more attention from a
wider variety of scholars such as those in Christian
theology and related fields.

5.1. Morphological Analysis

Smith and Hulden (2016) did morphological analy-
sis on Sahidic Coptic, one of the dialects of Coptic.
They consider that a good model could be a trans-
ducer as it is mainly a prefixing language save for a
few notable exceptions. Their testing set was com-
posed of over a hundred words and had a recall
slightly lower than 0.95. They think that their work
could be useful for teaching the Coptic grammar
and note that it could help study the larger Coptic
texts. However, they make no mention on whether
their model would need major modifications to con-
sider other dialects, only stating that increasing
the coverage of their analyser would need more
lexicographical work.

Meanwhile, Ashton (2012) use a combination of
a context-free grammar and transducer to model a
smaller-scale morphological phenomenon, namely,
second position clitics in Sahidic Coptic. They base
the rules for their grammar in the linguistic litera-
ture. They do not provide any implementation or
experimental results, as they note that an actual im-
plementation of their system would be complicated
from a technical point of view.

5.2. Named Entity Recognition

Yousef et al. (2023) combined out-of-the-box
named entity recognition (NER) systems with
transformer-based architectures for text alignment.
Their system worked reasonably well for Ancient
Greek and Latin versions of the Bible. However,
they note that this approach did not work when
dealing with Coptic versions of the same texts.

On the other hand, Khakhmovich et al. (2020)
propose to use cross-lingual transliteration with
transformer-based models as a way to tackle out-
of-vocabulary terms, using Coptic as an example
among other languages.

http://github.com/estibalizifranjo/hieroglyphs
http://github.com/estibalizifranjo/hieroglyphs
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5.3. The Coptic Scriptorium and
Universal Dependencies

As was mentioned in Section 3, the Coptic Scrip-
torium (Schroeder and Zeldes, 2016) is a corpus
that had at its release a little less than 60 thousand
words available. Several tools have been devel-
oped to be used along with it, which we will talk
about in the rest of this section.

Zeldes and Abrams (2018) considered that the
creation of a treebank compatible with the Univer-
sal Dependency (UD)22 (de Marneffe et al., 2021)
annotation scheme would be an important addition
to the study of Coptic in general. They decided
to work with the Coptic Scritptorium corpus due
to it being freely available and also that the auto-
matic segmentation achieves a very high precision
score, which means that it can be considered a gold
standard. They mainly decided to follow two main
principles: when possible their notation should be
compatible with the previous literature in the field
and they would try to keep the notation in line with
the practices in Hebrew and Arabic, which come
from the same language family. When testing their
treebank against expert human annotators, they
got an agreement of over 95%. The agreement
dropped to slightly over 85% when compared to un-
dergraduate students. This was the first treebank
built for the Egyptian language subfamily.

Another tool for the Coptic Scriptorium came in
the form of a pipeline for NLP analysis. Zeldes and
Schroeder (2016) created an online tool that au-
tomates several tasks, namely segmentation, nor-
malization, tagging and lemmatization, detection of
language of origin, and parsing.

For the segmentation task they selected around
180 rules and created a model that determined
the priority order of the rules through 10-fold cross-
validation. The accuracy of this model was slightly
higher than 0.9. In the normalization stage, they
had to consider the use of diacritics, spelling varia-
tions, and abbreviations. For this task, they used
a combination of a predetermined list of common
variations and a learnt list of the use of diacritics
and capitalization. This model had an accuracy
of 0.98. For part-of-speech tagging and lemmati-
zation, they used an algorithm called TreeTagger
(Schmid, 1999) and achieved accuracies of 0.95
and 0.97, respectively. As for determining whether
the language of the text was Coptic, they had an
accuracy of over 0.93. Finally, the parsing section
has a preliminary version of the model of the paper
from Zeldes and Abrams (2018) mentioned previ-
ously in this Section, which achieves an accuracy
of 0.87.

Each of the components on the paper by Zeldes
and Schroeder (2016) can be used either on their

22https://universaldependencies.org/

own or as part of a pipeline and can be accessed
both at the author’s website23 or as part of the Cop-
tic Scriptorium project24.

As part of UD, the Coptic Scritorium has also
been used for other projects. One of these was the
the second shared task of SIGMORPHON 2019
(McCarthy et al., 2019), which was on morpholog-
ical analysis given a word’s context. The winning
team (Straka et al., 2019) used an ensemble of nine
LSTM (Hochreiter and Schmidhuber, 1998) models
using BERT (Devlin et al., 2019). They also joined
subcorpora from different languages. Their model
achieved the highest performance on the Coptic
subcorpus, with a lemma accuracy of 0.97 and a
morpheme accuracy of 0.96.

Other projects in which the UD version of the
Coptic Scriptorium has been used are multilingual
dependency parsing (Dehouck and Denis, 2019;
Choudhary, 2021; Choudhary and O’riordan, 2023),
morphological tagging (Chakrabarty et al., 2019),
studying the order of cosisters25 (Dyer, 2018),
studying information-theoretic locality properties
of trees (Futrell, 2019), developing a multilingual
categorical grammar (Tran and Miyao, 2022), as
well as studying whether quantitative laws of lan-
guage hold (Berdicevskis, 2021). We don’t go into
technical details of these approaches as Coptic is
not a central part of any of these papers.

Finally, it has also been used as part of a study
on the quality of the different treebanks of UD (Kul-
mizev and Nivre, 2023). While the Coptic treebank
scores well in most of the metrics investigated in
that paper, the authors note that it is one of the
bottom three treebanks in terms of variability as
defined by Swayamdipta et al. (2020).

6. Summary & Conclusion

The use of NLP methods on Ancient Egyptian is
useful as it can help us gain insights both from a
linguistic and from a historical standpoint. How-
ever, the advances in this field of research have
been sparse through time. Polis et al. (2013) and
Nederhof and Rahman (2015) consider that this
has been in good part due to the lack of annotated
text. They also note that most attempts are trying
to generalize over large periods of time even when
taking into account divisions such as Middle and
Old Egyptian.

Another notable thing is that most papers have
focused on Coptic. This is understandable as its
inclusion in the UD project means that it has access
to a wide array of tools that are being developed

23https://corpling.uis.georgetown.edu/
coptic-nlp/

24https://copticscriptorium.org/
25Defined in that paper as "sister constituents of the

same syntactic form on the same side of their head".

https://universaldependencies.org/
https://corpling.uis.georgetown.edu/coptic-nlp/
https://corpling.uis.georgetown.edu/coptic-nlp/
https://copticscriptorium.org/
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with this project in mind. However, this tends to shift
attention from the other stages of Ancient Egyptian,
with Demotic being the most affected.

In their 2017 talk, Polis and Razanajao (2017)
note that more interaction between projects could
be useful, not only in the field of computational
linguistics, but in Egyptology as a whole. This is
especially important as most projects use either
the same datasets or the same objects, but end up
having their own systems and annotation schemes
that are not compatible with each other. An exam-
ple they give is that of a statue with inscriptions.
The artifact itself has value for some researchers,
while the kind of object or its inscriptions might be of
interest to others. They also note that, while some
researchers might be interested in the location and
the layout of the text, some others might be just in-
terested in the text itself or even in just the content.
They mention that there is a current collaborative
project called THOT (Dils et al., 2018) that aims
to be a bridge for these areas of study. While the
project does not have any sort of connection to the
actual databases, their website has a roadmap to
show how it will grow in the future.

This area of research appears to be approached
by a very limited amount of researchers. However,
some of these research groups appear to be grow-
ing, such as the one dedicated to the Ramses cor-
pus, the evolution of which can be seen in Polis et al.
(2013), Polis et al. (2015), and Polis and Razanajao
(2017). We hope that this work will bring about a
larger interest and allow for fruitful collaborations
between the fields of NLP and Egyptology.

As a final note, an interesting thing would be
to compare and contrast the NLP advances that
have been done in other ancient languages, such
as Sumerian, Ancient Greek, Sanskrit, etc. This
could show how the advances in these different
languages have affected or influenced each other.
Even though some of the papers that we have men-
tioned so far did show this, most did not. A develop-
ment in this direction comes from an NLP package
called The Classical Language Toolkit (Johnson
et al., 2021). It has tools for several ancient lan-
guages and even provides access to corpora for
several of them, including the Coptic Scriptorium
corpora mentioned in Section 3. This package
could help encourage more research on these lan-
guages, which will help in turn gain important in-
sights into our past.
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A. Writing Systems

In this appendix we illustrate what the writing sys-
tems of the different variations of Ancient Egyptian
looked like through a few examples.

Figure 2: An example of hieroglyphs from the
Temple of Kom Ombo in Egypt. Picture taken from
Encyclopaedia Britannica. This temple was built
during the Ptolemaic Dynasty from 180 to 47 BC.
Copyright: Icon72/Dreamstime.com.
https://www.britannica.com/topic/
hieroglyph#/media/1/265009/118144
(Accessed March 30, 2024)

Figure 3: A sheet in hieratic from the Papyrus
D’Orbine. It contains part of the Tale of Two
Brothers. This document was written during the
19th Dynasty, circa 1185 BC.
Copyright: Image in the public domain.
https://commons.wikimedia.org/wiki/
File:Tale_of_two_brothers.jpg (Ac-
cessed March 30, 2024)

Figure 4: A text written in demotic script, from
the Ptolemaic period (127 BC). It is an oath to the
god Hathor denying the author’s involvement in a
cloths-theft.
Copyright: Rogers Fund, 1921. Image available
under the Creative Commons CC0 1.0 Universal
Public Domain Dedication.
https://commons.wikimedia.org/wiki/
File:Demotic_Temple_Oath_MET_LC-21_
2_122_EGDP023779.jpg (Accessed March 30,
2024)

Figure 5: A page from a manuscript in Coptic.
It is from sometime between the 6th and 14th
centuries.
Copyright: Rogers Fund, 1921. Image available
under the Creative Commons CC0 1.0 Universal
Public Domain Dedication.
https://commons.wikimedia.org/
wiki/File:Leaves_from_a_Coptic_
Manuscript_MET_sf21-148-1as3.jpg
(Accessed March 30, 2024)
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