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Abstract
Named entity recognition (NER) on historical texts is beneficial for the field of digital humanities, as it allows to easily
search for the names of people, places and other entities in digitised archives. While the task of historical NER in
different languages has been gaining popularity in recent years, Dutch historical NER remains an underexplored
topic. Using a recently released historical dataset from the Dutch Language Institute, we train three BERT-based
models and analyse the errors to identify main challenges. All three models outperform a contemporary multilingual
baseline by a large margin on historical test data.
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1. Introduction

Named Entity Recognition (NER) is the task of de-
tecting named entities (people, locations, organisa-
tions, etc.) mentioned in text (Sang and De Meul-
der, 2003). NER is widely used for a range of
downstream tasks in various domains, including
question answering, content recommendation, con-
versational search and other tasks.

Making digital archives easily searchable is im-
portant for researchers in digital humanities, for
example for prosopographical research (Tamper
et al., 2019). A reliable NER system contributes
greatly to this goal: it allows to save manual efforts
in looking for information about particular people,
places and other entities. However, recognising en-
tities in historical documents is far from a straightfor-
ward task: the nature of the data leads to multiple
challenges, including OCR noise, historical spelling
variations, and potential differences in language
use compared to modern texts. The task becomes
even more challenging when the documents are
written in a low- or mid-resource language: while
a vast amount of training data is available for En-
glish or French, other languages are less common,
leading to a relative lack of parametric knowledge.

While recent advances have been made in recog-
nising and linking historical entities in multiple lan-
guages (Ehrmann et al., 2020, 2022), Dutch histor-
ical documents remain an underexplored domain,
despite the data being publicly available (Dutch Lan-
guage Institute, 2022). In this paper, we delve into
Dutch historial named entity recognition; we train
and test three different NER models on historical
data ranging from the 17th to the 19th century and
provide an extensive analysis of the performance of

these models. We hope to inspire further research
on Dutch historical NER and draw attention of the
research community to the available language re-
sources.

The remainder of this paper is organised as fol-
lows. In Section 2, we discuss related work in his-
torical named entity recognition. In Section 3 we de-
tail our experimental setup. We present our results
and discussion in Section 4 and conclusions and
future work are presented in Section 5. Our code is
available at https://github.com/vera-pro/
Dutch-NER-LT4HALA.

2. Related Work

Languages change over time. In particular prior to
the introduction of the printing press and language
standardisation language, spelling and writing style
variation was widespread. Furthermore, the con-
cepts covered in texts over longer periods of time
evolve too, making the analysis and interpretation
of historical texts an even greater challenge than
contemporary texts (Montanelli and Periti, 2023).

Dutch is a West-Germanic language mainly spo-
ken in the Netherlands, Belgium and Suriname.
The language is similar in German in that noun
compounding is productive and compounds are
generally written without spaces. A term such as
notarial deed, made up of ’notary’ and ’akte’ would
thus become ’notarisakte’. The language has many
loanwords from French, German and Latin. A par-
ticular peculiarity that affects named entity recogni-
tion is that it is common for family names to contain
location names (Brouwer et al., 2022). Prior to the
18th century, there was no standard Dutch spelling.
Although various attempts were made to establish

https://github.com/vera-pro/Dutch-NER-LT4HALA
https://github.com/vera-pro/Dutch-NER-LT4HALA
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dataset century span # entity annotations data source
PER LOC TIME

train 17th-19th 55,921 30,636 19,809 see test: SA, test: VOC, test: RHC, test: NHA
validation 17th-19th 14,393 7,427 4,782 see test: SA, test: VOC, test: RHC, test: NHA
test: SA 17th-18th 781 257 255 Notarial deeds from the Amsterdam City Archive
test: VOC 17th-18th 290 315 180 Notarial deeds of the Dutch East India Company

test: RHC 19th 24 17 5 Notarial deeds from the archives
of the Dutch regional historic centra

test: NHA 19th 352 252 109 Notarial deeds archive of Haarlem

test: CoNLL’02 21st 1098 774 0 Belgian newspaper "De Morgen" of 2000
(editions from June to September)

Table 1: Dataset details. The training and validation splits, as well as historical test splits, are part of (Dutch
Language Institute, 2022). The contemporary test set is from (Tjong Kim Sang, 2002).

a guide, none gained widespread adoption. With
the rise of printing, spelling standardization acceler-
ated. Modern Dutch spelling can be traced back to
the 1860s, when Matthijs de Vries and Lammert Al-
lard proposed a set of spelling rules and word lists
forming the basis of contemporary written. These
efforts were supported by the government (Donald-
son, 1983).1

Contemporary language models such as
BERT (Devlin et al., 2019), Bloom (Scao et al.,
2022) and LLaMA (Touvron et al., 2023) are
optimised for contemporary language. This means
these models may not perform as well on historical
texts that differ from modern language (Hosseini
et al., 2021; Lai et al., 2021). Historical texts
often contain obsolete expressions or words
with different meanings than today. Additionally,
spelling variations and OCR errors may limit the
accuracy of automated text processing systems.

The task of historical NER has been gaining pop-
ularity in the recent years, with domain-specific
NER research focusing on for example medieval
Latin charters (Chastang et al., 2021) or historical
locations (Won et al., 2018). (Ehrmann et al., 2020)
introduced HIPE, a shared task focused on recog-
nising and linking entities in historical newspapers.
Two years later, the next shared task on this topic
has been introduced by the same team (Ehrmann
et al., 2022). The languages in HIPE ’20 include
English, German and French, with Finnish and
Swedish added as extra languages in HIPE ’22.

The contributions most similar to ours are (Hen-
driks et al., 2020), where the authors performed
NER and record linkage on historical Amsterdam
notarial archives and personnel records of the
United East Indies Company (VOC), and (Arnoult
et al., 2021), where the authors experimented with
Dutch and multilingual NER models on their new
dataset of VOC records. As this work was done

1https://www.dbnl.org/tekst/
dona001dutc02_01/dona001dutc02_01_0007.
php

prior to the latest iteration of LLMs and the introduc-
tion of the NER dataset by the Dutch Language In-
stitute, we further build upon and extend the under-
standing of NER performance on historical Dutch
texts. For further reading, we refer the reader to
the following historical NER surveys: (Blouin et al.,
2021; Humbel et al., 2021; Ehrmann et al., 2023).

3. Experimental Setup

Following (Sang and De Meulder, 2003), we ap-
proach NER as a token classification problem. We
focus on transformer-based models as these pro-
vide the best performance and ease of use in trans-
fer learning at the time of writing (Li et al., 2020). In
this section, we detail which models were used and
how we fine-tuned them, the datasets we tested on,
and the approach we used for evaluation and error
analysis.

3.1. Models
We fine-tune three BERT-based models on histori-
cal data:

1. BERTje (De Vries et al., 2019), a Dutch model
trained on a mixture of modern texts and his-
torical novels, with modern texts being the ma-
jority in the training data;

2. GysBERT (Manjavacas and Fonteyn, 2022), a
Dutch model designed specifically for historical
data;

3. mBERT (Devlin et al., 2019), a multilingual
model that includes Dutch as one of its lan-
guages.

The models were trained on one GPU for 15 epochs
with early stopping. We used the batch size 8 and
selected the best checkpoint by F1 score. To eval-
uate the models against a strong baseline that has
not been optimised for historical data, we compare
them with WikiNEuRal (Tedeschi et al., 2021). This

https://www.dbnl.org/tekst/dona001dutc02_01/dona001dutc02_01_0007.php
https://www.dbnl.org/tekst/dona001dutc02_01/dona001dutc02_01_0007.php
https://www.dbnl.org/tekst/dona001dutc02_01/dona001dutc02_01_0007.php
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is a multilingual NER model that includes Dutch as
one of its languages and achieves high scores on
contemporary benchmarks.

3.2. Datasets
We fine-tune the models using the training and vali-
dation splits of the NER dataset provided by Dutch
Language Institute (2022). This dataset was cre-
ated in 2020 through a crowdsourcing project ini-
tiated by the Dutch National Archive. The dataset
contains notarial deeds from eleven different Dutch
archives, some focused on Dutch East India Com-
pany dealings, others on local notary business.
For testing the models, we use the test splits
of Dutch Language Institute (2022) as well as a
dataset with modern texts: the test split of Tjong
Kim Sang (2002). Table 1 shows the details of
the datasets. There are many different NER cate-
gorisations. In (Dutch Language Institute, 2022)
the labels PER, LOC and TIME are present, while
for (Tjong Kim Sang, 2002) the labels are PER,
LOC, ORG, and MISC. Since the last two labels
are not seen by the models in the training data,
we exclude them from evaluation. As WikiNEuRal
has extra NER labels in its vocabulary, we consider
the predictions containing these labels as ’O’ when
comparing the models.

3.3. Evaluation
To identify main challenges in historical Dutch NER,
we first group the data subsets by century to anal-
yse the role of time. We analyse precision and
recall of the models per century, create confusion
matrices, identify overlaps in the wrong predictions
made by different models, and perform qualita-
tive analysis to find examples of challenging NER
cases.

4. Results and Discussion

This section describes the results of our experi-
ments and the error analysis. Table 2 shows preci-
sion, recall and F1 score per model per century for
two NER labels, PER and LOC (TIME is excluded
from this part of the analysis since WikiNEuRal
does not predict it). For both labels the same pat-
tern is observed: WikiNEuRal achieves best results
on contemporary data and performs substantially
worse than all other models on historical data. In-
terestingly, GysBERT does not outperform BERTje
and mBERT on historical data, despite having seen
more historical texts during pre-training: the three
models achieve approximately the same results.
On the contemporary test set, however, mBERT
performs worse than all other models, achieving
particularly low scores in both precision and recall
on the LOC entity class.

Figure 1 shows confusion matrices for all labels
per model per century. The main diagonal displays
the number of correctly classified tokens for each
label. Note that the exact number of tokens may
vary per model, since each model has its own Word-
Piece tokenizer. From the figure we identify four
most common classes of errors:

1. "False positive": predicting an entity when the
correct label is "O";

2. "False negative": predicting "O" when the cor-
rect label is an entity;

3. Mention boundaries: predicting a correct class
but with "I-" instead of "B-" and vice versa;

4. People vs. places: confusing "PER" and
"LOC" entities.

When looking closely at the error examples during
our qualitative evaluation, we noticed that some
errors are caused by wrong annotations in the test
sets: for example, the entity "Willem van Zonn-
eveld" in the NHA test set is labelled as two sepa-
rate PER entities, "Willem van" and "Zonneveld",
which is incorrect. All models except WikiNEuRal
recognise this entity correctly, which leads to a men-
tion boundaries error. Some errors, however, are
indeed caused by the models making wrong predic-
tions: for example, in the CoNLL test set mBERT in-
correctly predicts two separate LOC entities for "Los
Angeles". In case of the "people vs. places" errors,
qualitative analysis shows that many examples are
ambiguous, and some of the mistakes made by the
models could be also made by a human annotator.
For example, "Jan Hendrik du Caijlar van Delf" in
the VOC test set is labelled as one PER entity with
a double surname, but all models predict "Delf"
as a separate entity, as in "Jan Hendrik du Caijlar
from Delft". This type of errors is an interesting
challenge typical for Dutch texts, since Dutch fam-
ily names often contain location names (Brouwer
et al., 2022).

Figure 2 is a Venn diagram showing the overlap
in wrong predictions between models for every test
set. Note that an overlap between two models here
means that both models gave a wrong answer, but
the answer is not necessarily the same for the two
models. The error overlap is small for all historical
test sets, which indicates that the models tend to
make different mistakes and therefore could benefit
from ensembling.

5. Conclusion and Future Work

We used historical texts from the Dutch Language
Institute to train three BERT-based NER models,
making one of the first steps towards publicly avail-
able Dutch historical NER. All models are shown to
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century

label model
17-18 19 20

P R F P R F P R F

PER

GysBERT .71 .67 .69 .76 .73 .74 .74 .76 .75
BERTje .76 .71 .73 .80 .73 .76 .88 .83 .85
mBERT .72 .68 .70 .77 .72 .74 .74 .71 .72
WikiNEuRal .48 .40 .43 .61 .45 .51 .94 .86 .90

LOC

GysBERT .74 .79 .76 .81 .77 .79 .72 .66 .69
BERTje .77 .78 .78 .78 .77 .78 .71 .71 .71
mBERT .79 .77 .78 .81 .75 .78 .51 .48 .50
WikiNEuRal .48 .50 .49 .50 .48 .49 .72 .90 .80

Table 2: Precision, recall and F1 score per century on the PER and LOC labels.

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

469 7 1 12 8 0 69

11 838 0 1 121 0 89

2 0 375 0 0 36 22

23 1 0 46 5 4 27

13 52 0 2 980 0 72

0 1 14 1 0 665 43

74 50 26 12 45 51 32104

GysBERT, century: 17-18

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

463 8 1 14 11 0 65

7 868 0 1 115 0 53

2 1 374 0 0 36 22

13 1 0 61 4 4 21

6 39 0 3 1028 0 32

0 0 16 1 1 649 57

70 51 31 19 60 50 31136

BERTje, century: 17-18

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l
440 15 1 10 11 0 75

9 781 0 1 112 0 84

2 1 370 0 0 33 21

11 1 0 48 4 4 34

6 50 0 1 940 0 56

0 0 17 1 1 647 45

62 50 34 14 42 50 29082

BERT-multi-cased, century: 17-18

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

297 15 0 8 19 0 198

17 534 0 1 221 0 248

1 0 0 0 0 0 433

13 0 0 24 12 0 53

19 25 0 3 847 0 204

0 8 0 0 0 0 713

225 141 0 101 188 0 30527

WikiNEuRal, century: 17-18

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

228 3 0 17 2 0 19

2 324 2 1 36 0 11

0 1 73 0 0 38 2

6 0 0 131 4 0 14

1 14 0 1 485 5 14

0 0 7 0 0 254 8

15 7 9 10 13 20 8484

GysBERT, century: 19

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

233 3 0 20 1 0 12

2 316 2 1 38 0 15

0 0 75 0 0 38 1

6 0 0 128 4 0 17

1 9 0 3 484 5 15

0 0 2 0 0 257 10

16 12 9 14 9 12 8345

BERTje, century: 19

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

209 3 0 16 1 0 24

1 301 2 0 36 0 17

0 0 70 0 0 33 2

2 0 0 129 4 0 16

1 10 0 2 456 5 19

0 0 5 0 0 228 12

9 12 11 12 13 18 7626

BERT-multi-cased, century: 19

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l
146 3 0 24 2 0 89

5 182 0 3 107 0 71

0 0 0 0 0 0 101

0 0 0 15 5 0 123

2 6 0 3 442 0 56

0 0 0 0 0 0 240

93 19 0 34 30 0 7766

WikiNEuRal, century: 19

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

503 41 0 5 5 0 197

21 852 0 0 9 0 188

0 0 0 0 0 0 0

2 1 0 23 3 0 20

1 26 0 4 683 0 70

0 0 0 0 0 0 0

161 142 283 23 56 225 63891

GysBERT, century: 21

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

544 8 0 6 1 0 193

23 893 0 0 3 0 152

0 0 0 0 0 0 0

4 0 0 28 1 0 16

0 4 0 1 765 0 15

0 0 0 0 0 0 0

159 80 207 50 58 219 64018

BERTje, century: 21

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

368 35 0 18 29 0 300

20 760 0 0 11 0 278

0 0 0 0 0 0 0

10 0 0 19 4 0 16

0 8 0 1 730 0 44

0 0 0 0 0 0 0

285 162 192 44 71 201 63824

BERT-multi-cased, century: 21

B-LOC B-PER B-TIME I-LOC I-PER I-TIME O
Predicted label

B-LOC

B-PER

B-TIME

I-LOC

I-PER

I-TIME

O

Tr
ue

 la
be

l

681 5 0 10 0 0 25

41 911 0 0 14 0 26

0 0 0 0 0 0 0

0 0 0 44 1 0 1

0 1 0 2 771 0 1

0 0 0 0 0 0 0

217 41 0 43 21 0 60485

WikiNEuRal, century: 21

Figure 1: Confusion matrices of the models per token per century. Every cell shows a number of tokens.

perform well on historical data from the 17th to the
19th century, achieving substantially better scores
than the baseline. Our error analysis shows that
the overlap in wrong predictions on historical data
is small, which indicates that using an ensemble
of the three models might be optimal for recognis-
ing entities in Dutch historical data. Future work

includes implementing and testing such an ensem-
ble, as well as experimenting with more diverse
entity types and testing on additional domains.
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Figure 2: The overlap of false predictions per
dataset. Every petal shows a number of sentences
with at least one wrong prediction.
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