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Abstract

This paper introduces an approach to stress
identification in Tamil and Telugu, lever-
aging traditional machine learning mod-
els—Fasttext for Tamil and Naive Bayes for
Telugu—yielding commendable results. The
study highlights the scarcity of annotated data
and recognizes limitations in phonetic features
relevant to these languages, impacting precise
information extraction. Our models achieved
a macro F1 score of 0.77 for Tamil and 0.72
for Telugu with Fasttext and Naive Bayes, re-
spectively. While the Telugu model secured the
second rank in shared tasks, ongoing research is
crucial to unlocking the full potential of stress
identification in these languages, necessitating
the exploration of additional features and ad-
vanced techniques specified in the discussions
and limitations section.

1 Introduction

In Natural Language Processing (NLP), a diverse
range of tasks is undertaken to comprehend and
process human language. These tasks encompass
the intricate understanding of emotional nuances,
from identifying hate speech Yigezu et al. (2023);
Shahiki-Tash et al. (2023a) to recognizing hope
speech Shahiki-Tash et al. (2023b) and stress de-
tection. This broad spectrum of tasks includes
text classification, named entity recognition, ma-
chine translation, text generation, question answer-
ing, text summarization, and part-of-speech tag-
ging. The evolution of NLP models has transi-
tioned from traditional methods such as rule-based
systems and statistical models to sophisticated deep
learning architectures. Notable examples of these
architectures include Recurrent Neural Networks
(RNNs), and Long Short-Term Memory Networks
(LSTMs)Tonja et al. (2022).

Stress, simply characterized as a negative emo-
tional response stemming from external factors,
notably societal pressures, represents a significant

facet of the human experience. Zaydman (2017)
underscores the increasing trend of individuals shar-
ing their feelings on the internet. While substantial
research has explored the identification of such
emotions Tash et al. (2023), particularly in lan-
guages like English ("Joshi et al. (2005); Nagle and
Sharma ("2018"), there exists a noticeable gap in
studies focused on Dravidian languages such as
Tamil and Telugu.

Our investigation delves into emotion detection,
building upon existing studies and laying a foun-
dational framework for future directions in this do-
main. The insights gleaned from our research con-
tribute to a growing body of knowledge, providing
valuable groundwork for forthcoming explorations
and advancements in understanding emotions in
linguistic contexts.

In the upcoming sections, we will explore the
latest studies about emotion and stress identifica-
tion in Dravidian languages. We will share our ap-
proach, configuration, and methodology, followed
by a presentation of the results and a concise analy-
sis with future orientations.

2 Literature Review

India, renowned for its rich history and culture, is
witnessing a growing prevalence of stress across its
diverse population. From the young to the adults,
stress permeates various aspects of life, encom-
passing academic pressures and professional chal-
lenges.

In education, the pressure on students to achieve
high standards has led to prolonged stress, impact-
ing mental health and, at times, resulting in se-
vere consequences, as noted by "Joshi et al. (2005)
in their research study. Research by Nagle and
Sharma ("2018") showcases the role of societal
expectations and family pressures in exacerbating
student stress.

The advent of social media platforms has
provided an avenue for individuals to express
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their emotions and state of mind. Zaydman
(2017) fetched 2.3 million mental health-relevant
Tweets, shedding light on stress and suicide tenden-
cies(corpora in English).

In response to this societal landscape, research
on stress identification in textual corpora has flour-
ished.Nijhawan et al. (2022) explored stress de-
tection in social interactions, achieving high accu-
racy using models like Bert and Random Forest.
Similarly, Inamdar et al. (2023) employed Elmo
embeddings, Bag of Words, and Bert models to
detect mental stress in Reddit Posts, achieving an
F1-score of 0.76 (in English).

While research on stress identification is pro-
lific in languages like English, limited attention has
been given to Dravidian languages such as Tamil
and Telugu. Noteworthy studies by S et al. (2022)
on analyzing emotions in Tamil and Gokhale et al.
(2022) using diverse deep learning models shed
light on this underexplored area. However, They
presented a lexicon-based approach that led to an
F1-score grounding at 0.0300. In the context of a
shared task, García-Díaz et al. (2022) secured first
place with a neural network trained on linguistic
features and various sentence embeddings achiev-
ing only an F1-score of 0.15. However, no stress
emotions have been included in the research.

Through our experiment, we aspire to provide
the community with a dependable method for pre-
dicting stress in Tamil and Telugu. We aim to
establish a foundational benchmark for subsequent
research endeavors in the field.

3 Task Description

The primary goal of this shared task is to develop a
system capable of discerning between textual cor-
pora that exhibit signs of stress and those that do
not in Dravidian languages, specifically Tamil and
Telugu. Stress, a multifaceted emotion stemming
from various life factors, often prompts individuals
to share their feelings online. Constructing such a
system holds the promise of aiding and supporting
individuals displaying stress characteristics on so-
cial media, ultimately contributing to the reduction
of depression rates within a broad community.

Despite its noble objectives, this shared task
poses unique challenges. Addressing the abstract
concept of emotions, particularly stress, is inher-
ently complex. The task’s focus on Tamil and
Telugu languages introduces additional difficulties,
such as the limited resources available for process-

ing and the lack of standardization observed in
these languages. Decrypting the nuances of emo-
tional variations in these languages amplifies the
complexity of the problem. However, the absence
of tonal characteristics shared by languages like
Mandarin Chinese renders the task more approach-
able.

This undertaking not only underscores the sig-
nificance of emotional analysis but also holds the
potential to make a meaningful impact on mental
health outcomes, emphasizing the importance of
computational linguistics in addressing real-world
challenges.

4 Approach

To address the challenge at hand, we systemati-
cally evaluated various options to arrive at a logical
and explainable solution. Our decision-making pro-
cess involved a thorough analysis of the syntactical
structures in both languages, leveraging the support
of the IndicNlp project from Kunchukuttan (2020).
Upon examining the IndicNLP library Tokeniza-
tion process and our dataset, we concluded that our
corpora required no further preprocessing to align
with our objectives.

During the feature extraction stage, we seg-
mented the corpus into sentences and employed
Term-Frequency Inverse Document Frequency (TF-
IDF) as the sole feature type, alongside considera-
tion for Bigrams. These choices were made with a
focus on their compatibility with the dataset char-
acteristics and the task requirements.

4.1 Model Selection

The model selection process was conducted trans-
parently, guided by our current knowledge of ma-
chine learning model performances. To align with
the datasets provided by the Organizers and based
on our experimentation philosophy, we excluded
deep learning models as the size of the dataset fits
best for traditional and shallow machine learning
models. So, we focused on traditional machine
learning (ML) Tash et al. (2022) models and, at
best, shallow models specifically Fasttext devel-
oped by Meta Joulin et al. (2016, 2017) because
of its ability to not easily overfit over the training
phase.

For the Tamil language, we experimented with
five ML models: Logistic Regression (LR), Ran-
dom Forest (RF), Support Vector Machine (SVM),
Naive Bayes, and Fasttext. The trained Fasttext
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model demonstrated stability and robustness, lead-
ing to its selection for submission.

In the case of Telugu, similar experiments were
conducted with the same models. However, we
opted to submit the trained Naive Bayes model for
Telugu, guided by its performance also to diversify
the set of our models tackling the task of identifying
stress in Dravidian languages.

This approach, grounded in a thoughtful and sys-
tematic evaluation, positions our system for effec-
tive stress identification in both Tamil and Telugu
languages.

5 Experimental Setup

To conduct our experiments, we relied primarily
on the Scikit-learn Pedregosa et al. (2011), and
Fasttext packages due to their versatility and effec-
tiveness in implementing various machine learning
models. Scikit-learn provided a robust set of tools
for traditional machine learning models, while Fast-
text, with its efficient text classification capabilities,
complemented our exploration.

Concerning the hardware, our experiments were
executed on a computer running Ubuntu 22.04,
equipped with 64 GiB of Random Access Mem-
ory (RAM), and powered by an AMD Ryzen 7000
Series 7 processor running at 3.3 GHz. This con-
figuration was chosen for its capability to handle
the computational demands of traditional machine
learning models, even with a limited amount of
data.

The selected hardware configuration proved ad-
equate for our experimental goals, ensuring effi-
cient execution and allowing us to gain meaningful
insights into stress identification in Dravidian lan-
guages.

5.1 Hyperparameters for Tamil language
Training

To train the selected model in Tamil lan-
guage(Fasttext), we randomized the datasets, ran
successively several training with different parame-
ters, and finally applied the following hyperparam-
eters which gave the best results:

Lr Epochs N-grams Bucket Em-Dims Loss
0.5 10 2 200 30 ova

Table 1: Fasttext Hyperparameters Configurations

Finally, for the testing phase, we set the thresh-
old at 0.5.

5.2 Hyperparameters for Telugu language
Training

We split the dataset with a random state at 42, and
applied the following hyperparameter configura-
tions:

Loss Penalty Max-iter
hinge L2 5

Table 2: Naive Bayes Hyperparameters Configurations

6 Results

We present the performance metrics of our stress
identification model for Tamil and Telugu lan-
guages. The evaluation metrics include Accuracy,
Macro F1-score, Macro-Recall, and Weighted Pre-
cision.

6.1 Tamil Language
For the Tamil language, our model achieved the
following results:

Metrics Score
Accuracy 0.724
Macro F1-score 0.723
Macro-Recall 0.775
Weighted Precision 0.822

The bar chart in Figure 1 provides a visual rep-
resentation of the metrics. Notably, the Macro
F1-score is highlighted in red for emphasis.

Figure 1: Tamil Stress Identification Results

6.2 Telugu Language
Similarly, for the Telugu language, our model’s
performance is summarized below:

Metrics Score
Accuracy 0.729
Macro F1-score 0.727
Macro-Recall 0.756
Weighted Precision 0.779
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The bar chart in Figure 2 visually presents the
Telugu language metrics, with Macro F1-score
highlighted in red.

Figure 2: Telugu Stress Identification Results - Naive
Bayes

These results demonstrate the effectiveness of
our stress identification model in both Tamil and
Telugu even with strict and minimal preprocess-
ing and hyperparameter tuning, providing a good
foundation and baseline for further exploration as
most previous works were focused on general emo-
tion detection in Tamil or Telugu or the targeted
language were mostly English.

7 Discussions and limitations

Our model for the Telugu language exhibited com-
mendable performance by securing the second rank
in the shared tasks. We can observe that both our
models did not overfit and remained stable on the
test set. This achievement underscores the effec-
tiveness of the chosen approach and the potential
for accurate stress identification in Dravidian lan-
guages.

It is noteworthy that sufficient data and addi-
tional features related to the two languages Tamil
and Telugu can help our models become more re-
liable in the identification of emotional stress in
textual corpora in both Tamil and Telugu. This ob-
servation emphasizes the importance of data abun-
dance in enhancing model performance, paving the
way for more accurate and robust stress identifica-
tion systems.

However, it’s essential to acknowledge certain
limitations in our current approach. One notable
limitation is we did not make use of phonology or
phonetic features which are important factors in
extracting meaningful information from Tamil or
Telugu. Despite the capabilities of IndicNlp for
phonetic feature extraction, this aspect was not ex-
plored in our experiments. Future investigations

could delve into extracting phonetic features, po-
tentially enriching the model’s understanding of
stress patterns in the spoken language.

Moreover, there exists ample room for further
experiments. Techniques such as embedding learn-
ing offer a promising avenue for feature extraction,
potentially capturing nuanced linguistic represen-
tations. Alternatively, leveraging large language
models can provide a comprehensive understanding
of stress-related features in Dravidian languages
since both languages make use of context.

8 Conclusion

In conclusion, while the success of our model in the
Telugu language showcases the effectiveness of our
approach, ongoing research, and experimentation
are crucial to unlocking the full potential of stress
identification in Tamil and Telugu. Exploring addi-
tional features, incorporating advanced techniques,
and leveraging large-scale language models are av-
enues for future research, promising advancements
in computational linguistics for emotion analysis
in diverse linguistic contexts.
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