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Abstract

Stress detection from social media texts has
proven to play an important role in mental
health assessments. People tend to express their
stress on social media more easily. Analysing
and classifying these texts allows for improve-
ments in development of recommender systems
and automated mental health assessments. In
this paper, a GPT model is used for classifi-
cation of social media texts into two classes:
stressed and not-stressed. The texts used for
classification are in two Dravidian languages:
Tamil and Telugu. The results, although not
very good shows a promising direction of re-
search to use GPT models for classification.

1 Introduction

Emotion classification is a well-known and highly-
utilised application in the field of text analysis.
Stress is a form of emotion. Thus, stress classifi-
cation is a particular case of emotion classification.
Stress is defined as a state of imbalance between
one’s internal demands and his/her ability to meet
those demands [5], and is widely regarded as a med-
ical problem (Rastogi et al., 2022). Stress can be a
potentially life threatening problem. Stress can be
identified from text, facial expressions, videos and
audios of people. People express stress in different
ways and forms. The field of identification of stress
from text is an emerging research area. This is due
to the fact that people have started to express them-
selves more comfortably on social media platforms
with their friends and followers. In this work, we
explore a method to classify social media text into
stressed and non-stressed texts. The data from the
task given in (Kayalvizhi Sampath and Rajkumar,
2023) is in the Dravidian languages of Tamil and
Telugu.

2 Task Description

The task given in (Kayalvizhi Sampath and Rajku-
mar, 2023) is a binary classification of social media

posts in the languages of Tamil and Telugu. The
two labels are "stressed" and "not stressed". The
data from (S et al., 2022) are given as separate sets
for training, development and testing. Table 1 gives
statistics on the number of text statements in each
language provided for training, development and
testing within the task.

Language Train Dev Test
Tamil 5504 1378 1020

Telugu 5097 1239 1050

Table 1: Data statistics for the classification task

3 Related Work

There have been several studies in the areas of
sentiment analysis and emotion classification. Sev-
eral ML methods have been developed for this pur-
pose. (Jadhav et al., 2019) presents a Bidirectional
Long Short-Term Memory (BLSTM) with atten-
tion mechanism to classify psychological stress
and categorize the tweets based on their hashtag
content, which gives the best performance. (Arya
and Mishra, 2021) gives a review of all machine
learning methods developed within the health sec-
tor, their advantages, their limitations and areas for
further research. The authors reviewed papers on
mental stress detection using ML that used social
networking sites, blogs, discussion forums, Ques-
tioner technique, clinical dataset, real-time data,
Bio-signal technology (ECG, EEG), a wireless de-
vice, and suicidal tendency. (Nijhawan et al., 2022)
shows the accuracy of each ML model trained
specifically for mental illness.

Pre-trained language models like ELMo (Peters
et al., 2018), OpenAI GPT (Radford et al., 2018),
and BERT (Devlin et al., 2019) have moved Natural
Language Processing (NLP) passing into a new
era. This has allowed the pre-trained model to play
the role of the base, and this can be fine-tuned to
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respond to the NLP task. (Asghar et al., 2017)
presented a method enhanced by lexicons.

With respect to language of the text, there have
been several works in the English language. How-
ever, works in Dravidian languages have recently
increased. (Chakravarthi, 2022b; Kumaresan et al.,
2022; Chakravarthi, 2022a) presents an improve-
ment of word sense translation for under-resourced
languages. (Andrew, 2020) uses several Machine
Learning algorithms which have been adapted to
the task of Multiclass Classification Sentiment
Analysis. (Andrew, 2021, 2022) suggests several
machine language approaches to classify texts from
Code-mixed Dravidian Languages such as Tamil,
Telugu, Kannada and Malayalam. (Andrew, 2023)
uses a GPT model to perform a classification task
on YouTube comments in different Dravidian Lan-
guages. Although, the results are not too high, this
allows for further research to improve GPT models.

4 Proposed System

In this work, GPT2 is used for classification of
social media texts into stressful and non-stressful
comments. The model is fine-tuned on the train-
ing dataset for each language, thus creating a task
specific and language specific model. For the lan-
guages Tamil and Telugu, the text to be classified
is transliterated to their English language equiv-
alents, this approach has been inspired from (An-
drew, 2021) and (Andrew, 2022). The labels for the
task are in English language, thus transliteration is
not required for this.

Pre-processing: Similar to (Andrew, 2022), a
few steps of pre-processing is performed to get the
accurate representation of the text.

This involves the following:

• Texts from the Tamil and Telugu languages
are transliterated to their English equiva-
lents. Transliteration refers to the method
of mapping from one system of writing to
another based on phonetic similarity. This
transliteration is performed using the poly-
glot.transliteration package in Python.

• The emojis are substituted with the words of
the emotion they represent like happy, sad,
excited etc.

• The tokenizer from the pretrained GPT2
model is used for tokenization of the trans-
formed text.

GPT models: Generative Pre-trained Transform-
ers (GPT) models are general-purpose language
models that can perform a broad range of tasks
from creating original content to write code, sum-
marizing text, and extracting data from documents
(GPT). Generative Pre-trained Transformers (GPT)
are a family of neural network models that uses the
transformer architecture. These use a self-attention
mechanism allowing to focus on different parts of
the input text during the various stages on process-
ing. The value of these models lies in their speed
and the scale at which they can operate. In par-
ticular, GPT-2 model has 1.5 billion parameters
and has been trained on 8 million web pages in
a self-supervised fashion. (Radford et al., 2019)
provides a detailed description of the model. The
model uses internally a mask-mechanism to make
sure the predictions for the token i only uses the
inputs from 1 to i but not the future tokens. This
allows the model to learn the inner representation
of the language, which can then be used to extract
features for downstream tasks.

GPT models for classification: Although most
use cases for a GPT involve text generation opera-
tions, recent research has shown that these models
can also be fine-tuned for downstream tasks like
classification. (Andrew, 2023) has used the GPT2
for classification of Homophobic and Transphobic
comments from social media.

As in (Andrew, 2023), the python packages that
allow the use of GPT models as in Hugging Face
models are used along with other tools like NLTK
and TextBlob to allow cleaning of text.

5 Results and Evaluation

The performance of the classification system is
measured in terms of macro averaged Precision,
macro averaged Recall and macro averaged F1-
Score across all the classes (for both sub tasks).
The Scikit-learn 1 package is used for this pur-
pose, similar to (Andrew, 2023). The Macro and
Weighted results for the task are shown in Tables
2 and 3 respectively. Overall, the results for the
Tamil language is better than that for the Telugu
language.
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Language M.Precision M.Recall M.F1
Tamil 0.459 0.498 0.273

Telugu 0.255 0.247 0.251

Table 2: Results of the task of classifying social me-
dia text to stressed and non-stressed. (M. stands for
"Macro")

Language W.Precision W.Recall W.F1
Tamil 0.485 0.364 0.202

Telugu 0.293 0.281 0.287

Table 3: Results of the task of classifying social me-
dia text to stressed and non-stressed. (W. stands for
"Weighted")

6 Conclusion

From Tables 2 and 3, the results on the whole are
not too high. This is an interesting result as the
number of training data in both languages were
similar with the exact same classes for classifica-
tion. (Andrew, 2021) and (Andrew, 2022) sug-
gest that using IPA substitutes for Dravidian lan-
guages works well for certain machine learning
approaches, however it might not be the best repre-
sentation for a transformer based model. Similarly,
transliteration might not be the way to go with
transformer models as well. Choosing other forms
of embedding Dravidian texts could help improve
the results.
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