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Abstract

Our work addresses the growing concern of
abusive comments in online platforms, partic-
ularly focusing on the identification of Homo-
phobia and Transphobia in social media com-
ments. The goal is to categorize comments
into three classes: Homophobia, Transphobia,
and non-anti LGBT+ comments. Utilizing ma-
chine learning techniques and a deep learning
model, our work involves training on a English
dataset with a designated training set and test-
ing on a validation set. This approach aims to
contribute to the understanding and detection
of Homophobia and Transphobia within the
realm of social media interactions. Our team
participated in the shared task organized by LT-
EDI@EACL 20241 and secured seventh rank
in the task of Homophobia/Transphobia Detec-
tion in social media comments in Tamil with
a macro- f1 score of 0.315. Also, our run was
submitted for the English language and secured
eighth rank with a macro-F1 score of 0.369.
The run submitted for Malayalam language se-
curing fourth rank with a macro- F1 score of
0.883 using the Random Forest model.

1 Introduction

In the contemporary digital landscape, social media
platforms serve as pivotal mediums for communi-
cation, education, and information sharing. Among
these platforms, YouTube stands out as a promi-
nent social networking and video-sharing hub, en-
abling users to create accounts, share videos, and
interact through comments. However, the preva-
lence of abusive comments, particularly targeting
transgender and homosexual individuals, poses a
significant challenge to the well-being of platform
users. The escalating use of online communica-
tion has raised concerns about the dissemination of
slander, hate speech, and cyberbully, with negative

1https://codalab.lisn.upsaclay.fr/competitions/16056

consequences for individuals and societal harmony.
Slander, characterized by false spoken statements
that harm individuals or groups, is increasingly ac-
knowledged for its detrimental impact Olweus and
Limber (2018). Such negative comments not only
inflict psychological harm but also contribute to
the proliferation of animosity, division, and discon-
tent in online spacesMishna et al. (2009). Major
social media platforms like YouTube, Facebook,
Instagram, and Twitter have responded by imple-
menting policies and protocols to address and miti-
gate hateful content. Our study aims to scrutinize
and identify offensive comments within an English
dataset, treating the detection of abusive comments
as a text classification problem. Focused on ma-
chine learning and deep learning methodologies,
our research excludes the use of transfer learning
models and does not involve the integration of ma-
chine learning and deep learning approaches. The
objective is to train and compare various models
to determine the optimal approach for identifying
hate comments in English.

2 Literature Review

Research in the field of abusive language detection
spans various approaches and methodologies, as
evident in several notable papers. Mubarak et al.
(2017) emphasize the challenges faced in Arabic
abusive language detection, including dialects and
informal language. Mishra et al. (2019) introduce
a novel approach using Graph Convolutional Net-
works (GCNs) to capture syntactic and semantic
dependencies for effective abusive language identi-
fication.

Addressing gender bias in abusive language de-
tection, Park et al. (2018) propose a method incor-
porating gender information into the training pro-
cess, showcasing its effectiveness in reducing bias
while maintaining overall performance. Ibrohim
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and Budi (2019) focus on multi-label hate speech
detection in Indonesian Twitter, analyzing various
approaches, including feature-based, deep learning,
and ensemble methods.

Narang and Brew (2020) present an approach uti-
lizing syntactic dependency graphs for abusive lan-
guage detection, achieving superior performance
compared to baseline models. Caselli et al. (2021)
introduce HateBERT, a retraining approach for
BERT tailored for English abusive language de-
tection, demonstrating its superiority in precision,
recall, and F1-score.

Davidson et al. (2019) investigate racial bias in
hate speech datasets, highlighting potential biases
in annotation processes and emphasizing the need
for fair evaluations. Koufakou et al. (2020) in-
troduce HurtBERT, combining BERT with lexical
features for enhanced abusive language detection
performance.

Corazza et al. (2020) propose a zero-shot abusive
language detection using emoji-based masked lan-
guage models, demonstrating competitive perfor-
mance. Chakravarthi (2020) contribute HopeEDI,
a multilingual dataset for hope speech detection,
aiming to facilitate research on positive discourse
in social media.

Overall, these works offer diverse insights and
methodologies, advancing the understanding and
detection of abusive language in various linguistic
and societal contexts.

3 Dataset Description

The goal of this shared task on homophobia and
transphobia comment detection is to detect and
reduce abusive comments on social media that
target homosexual and trans-gender individuals.
The dataset used here is shared by the shared task
Chakravarthi et al. (2023). The primary goal of
this project is to develop methods for detecting
and classifying instances of hate speech in English
language. The Homophobia and Transphobia Com-
ment Detection data set is made up of English com-
ments retrieved from the YouTube comments area
Kumaresan et al. (2023). The data set consists of
a comment and its related label from one of the
three labels: Non-anti-LGBT+ content, Homopho-
bia, Transphobia. SMOTE, which stands for Syn-
thetic Minority Over-sampling data augmentation
Technique, is a widely used technique in the field
of machine learning specifically in the context of
handling imbalanced datasets.Imbalanced datasets

occur when the classes have significantly differ-
ent numbers of instances, leading to a bias in the
model’s performance towards the majority class.

3.1 English Data
The Train, Test, and Development data sets each
comprise 3,164, 792, 991 comments which is sum-
marized in Table 1. The text in English is followed
by the appropriate label for each comment in the
training data. As Table 2 suggests, the Transphobia
label exhibits a significant scarcity, leading to a pro-
nounced class imbalance. Due to the limited avail-
ability of test or development data examples for the
Transphobia label, the classification task becomes
particularly challenging, focusing predominantly
on the other two labels.

Table 1: Data-set Description

Data-set No. of Comments
Train 3,164

Validation 792
Test 991

Table 2: Class Description

Class Train Dev Test
Non-anti-LGBT+ 2,978 748 931

Homophobia 179 43 55
Transphobia 7 2 4

4 Methodology

Machine learning and deep learning models can-
not access raw texts. Feature extraction is required
to train classification models. The TF-IDF repre-
sentation is utilized in ML techniques to extract
features. Figure 1 gives the detailed workflow of
our proposed model. We use three ways to ana-
lyze the results and create the best model possible:
Machine Learning, Deep Learning.

4.1 Machine Learning Models
Machine learning has come a long way in recent
years, changing the way people understand impor-
tant applications such as image recognition, data
mining, and natural language processing(NLP).
This section outlines the machine learning mod-
els utilized in the present study for text classifica-
tion. We used several different kinds of machine
learning algorithms such as Decision tree, Random
Forest, GaussianNB, XGBoost, AdaBoost, KNN,
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Figure 1: Proposed System Workflow

Linear Regression, Multinomial NB, Support Vec-
tor Machine, MLP Classifier, Gradient Boost, and
Ensemble models.

4.2 Feature Extraction

The TF-IDF Vectorizer with Character N-grams
is a feature extraction technique widely employed
in Natural Language Processing (NLP) for the ef-
fective representation of textual data in machine
learning models. Operating at the character level,
this vectorizer analyzes individual characters rather
than complete words, allowing it to capture se-
quential patterns within the text. The inclusion
of character n-grams, specified here with lengths
ranging from 1 to 3, proves particularly advanta-
geous in tasks that demand consideration of word
morphology and character-level nuances, such as
sentiment analysis or language-specific challenges.
The TF-IDF weighting scheme assigns significance
weights to these character n-grams based on their
occurrence within individual documents and across

the entire dataset. This method not only enhances
the representation of textual information but also fa-
cilitates the identification of key character patterns.
The limitation of the feature space to the top most
influential n-grams ensures a focused and meaning-
ful representation, contributing to the efficiency of
subsequent machine learning algorithms.

4.3 Deep Learning Model

In the realm of homophobia and transphobia de-
tection within English YouTube comments, this
study highlights the efficacy of deep learning mod-
els, specifically Convolutional Neural Networks
(CNN) and Long Short-Term Memory (LSTM) net-
works. While CNN excels in capturing localized
patterns, LSTM proves valuable in handling long-
term dependencies in sequential data, making it
suitable for comment analysis.

The pre-processed comments undergo LSTM
model training and evaluation, where the LSTM
network, belonging to the family of recurrent neu-
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ral networks (RNNs), excels in capturing long-term
dependencies within the sequential nature of text
data. By considering the temporal information of
comments, the LSTM model effectively captures
the context and dependencies that exist between
words and phrases. This nuanced understanding
contributes to the model’s ability to discern pat-
terns and relationships within comment sequences,
providing a robust foundation for homophobia and
transphobia detection in English YouTube com-
ments.

5 Performance Evaluation

After submitting the run using the Random Forest
model, it proved beneficial for various languages.
Analyzing the results in Table 3, which provides the
macro-average of precision, recall, and F1-score for
the various models used. Random Forest surpassed
both deep learning and other machine learning mod-
els in precision, recall, and F1 score. Leveraging
an ensemble of decision trees and feature impor-
tance estimation, this model effectively captured
complex patterns within the dataset

The Random Forest model excelled in handling
high-dimensional data, managing noisy and miss-
ing values, and mitigating overfitting concerns
through feature subsampling and bootstrap aggre-
gating. Notably, the dataset’s class distribution
was not uniform, with two crucial classes having
very few instances. Despite this challenge, the
Random Forest model demonstrated exceptional
performance.

The contrasting deep learning model, reliant on
significant computational resources and extensive
parameter tuning, fell short, resulting in compar-
atively lower accuracy and F1 score. In Figure 2,
the presented confusion matrix provides a compre-
hensive overview of the performance of the Ran-
dom Forest model when applied to the Malayalam
dataset. This emphasizes the importance of select-
ing an appropriate modeling technique tailored to
the dataset’s characteristics, leading to improved
predictive performance.

6 Conclusion

The study concentrates on detecting homophobic
and transphobic comments in YouTube discussions,
comparing the performance of various models in
this task. Strikingly, Deep Learning models did not
demonstrate superior results when trained and eval-
uated on English data. Instead, Machine Learning

Figure 2: Confusion Matrix of Random Forest Classifier
Model

models outperformed Deep Learning in effective-
ness. It’s crucial to note that our study did not
make use of contextualized embeddings like BERT
or GPT, which have shown potential in enhancing
language model performance.

Acknowledging this limitation, we propose that
future research should explore the implementation
of contextualized embeddings using deep learning
techniques, such as BERT or GPT. The absence
of these advanced embeddings may have limited
the effectiveness of the models used in our study.
Incorporating such embeddings holds promise for
significantly improving the detection of homopho-
bic and transphobic comments in YouTube discus-
sions. Additionally, we did not explore transfer
learning with other models in our current stage.
Still, we emphasize the possibility of integrating
these models in our future work, indicating a path-
way for ongoing exploration and enhancement in
identifying such comments on YouTube.
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