
Introduction: Understanding Language in the

Human-Machine Era

Large language models (LLMs) have revolutionized the way interactional artificial in-
telligence (AI) systems are developed, as they are made available to ordinary users. Sig-
nificant advances have been observed in applications such as conversational AI and ma-
chine translation, and their widespread use in the so called human-machine era, where
technology is integrated with our senses (Sayers et al., 2021), is undeniable; those mod-
els have produced remarkable achievements in several benchmarks (Gao et al., 2021;
Hendrycks et al., 2021; Wang et al., 2019; Zhou et al., 2020), and the scientific commu-
nity has discussed emergent properties (Wei et al., 2022) that result from scaling laws
(Kaplan et al., 2020). Nevertheless, state-of-the-art systems are still prone to brittleness
in language understanding, which raises doubts about the extent to which such systems
can truly understand human language(s) (Mitchell & Krakauer, 2023).

The concept of language understanding has always been controversial (Lyons, 1990;
Michael et al., 2023). As contemporary linguistic theories have shown, meaning-making
relies not only on form and (immediate) meaning, but also on context. Thus, understand-
ing natural language entails more than observing the form and the meaning withdrawn
from that form; instead, harnessing meaning (Bender & Koller, 2020) requires access to
grounding. Understanding language is, hence, a very complex task, even for humans
(Lyons, 1990). As discourse, pragmatics, and (social) context are particularly relevant for
understanding language, how to equip language models with such linguistics-grounded
capabilities is yet to be fully understood.

Nevertheless, language models are seemingly capable of generalizing concepts,
which could arguably be seen as some kind of meaning understanding (Piantadosi & Hill,
2022), even if modest. Understanding language in the human-machine era is, therefore,
a doubly challenging task. Besides understanding the intrinsic capabilities of LLMs, it is
increasingly important to investigate the requirements and impact of using such systems
in real-world applications. As has been empirically demonstrated, LLMs can be used ef-
fectively in various applications, even without sophisticated language understanding skills,
but the lack of theories that support these findings raises concerns about which kinds of
applications, particularly those dealing directly with human interaction, pose greater risks
and ethical concerns. Notable examples include the impact of language technology on
teaching and language work. For instance, research is underway into using language
models in educational settings, including question-generation (Leite & Lopes Cardoso,
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2023); likewise, machine translation (MT) is increasingly ubiquitous, as it is used by both
language professionals and general speakers at (apparently) no cost. Yet, as MT systems
can take in a limited amount of context, they tend to make mistakes similar to those of hu-
man translators, who need to rely on their own knowledge to do their job more accurately.

As the way AI systems are intertwined with human expertise in language understand-
ing is quickly changing, some have raised the question of the role played by language
professionals in tasks such as translation. These professionals systematically add value
to building next-generation language models that use linguistic and common-sense knowl-
edge to provide more robust systems.

The “Language Understanding in the Human-Machine Era” (LUHME) workshop re-
trieves, resumes and refocuses the longstanding debate about the role of understanding
in natural language use and related applications. In particular, the workshop provides
insight into what language understanding is and whether it is required for computational
natural language tasks, such as machine translation and natural language generation.
Additionally, it furthers the discussion about the role played by language professionals
(e.g., linguists, professional translators, and language teachers) in computational natural
language understanding.

LUHME brings together researchers interested in the intersection between language
understanding and the effective use of language technologies in human-machine inter-
action to discuss, among others, language understanding in/by LLMs; language ground-
ing; psycholinguistic approaches to language understanding; discourse, pragmatics and
language understanding; socio-cultural aspects in understanding language(s); effects of
language misunderstanding by computational models; manifestations of language under-
standing; linguistic theory and language understanding by machines; linguistic, world,
and common sense knowledge in language understanding; machine translation and/or
interpreting and language understanding; human vs. machine language understanding;
role of language professionals in the LLMs era; understanding language and explainable
AI.
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Keynote Speaker
Why Most Are Wrong About LLM Understanding

Anders Søgaard
University of Copenhagen

Abstract: I identify a fallacy common to many LLM no-go theorems of the form: LLMs
cannot do X, because they were designed to – or trained to – do Y. I present observations
that seem to challenge stochastic parrot or database views of LLMs, as well as arguments
for why, contrary to popular belief, structural similarity may be sufficient for grounding.

Bio: Anders Søgaard is in a dual position as Professor of Computer Science and
Professor of Philosophy at the University of Copenhagen. He is a recipient of an ERC
Starting Grant, a Google Focused Research, a Carlsberg Semper Ardens Advanced,
and has won eight best paper awards. He has written more than 300 articles and five
academic books.
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Keynote Speaker
Untrustworthy and still revolutionary: Some thoughts on

how LLMs are changing NLP

Alexander Koller
Saarland University

Abstract: There is no doubt that large language models (LLMs) are revolutionizing
the field of natural language processing (NLP) in many ways. There are many doubts
on whether this a good thing, whether we will ever be able to overcome their inability
to reliably distinguish truth from falsehood, whether there is any place left for pre-LLM
models, and how to do good science any more.

I do not have definitive answers on any of these questions, and am personally torn
on many of them. In this talk, I will first discuss some recent research on the limitations
of LLMs for semantic parsing and on overcoming them through the use of neurosymbolic
models. I will then discuss recent work on the extent to which LLMs can capture world
knowledge and apply it to planning and reasoning tasks. I will conclude with some general
thoughts on science and engineering in NLP in the era of LLMs.

Bio: Alexander Koller is a Professor of Computational Linguistics at Saarland Univer-
sity in Saarbrücken, Germany. His research interests include planning and reasoning with
LLMs, syntactic and semantic processing, natural language generation, and dialogue sys-
tems. He is particularly interested in neurosymbolic models that bring together principled
linguistic modeling and correctness guarantees with the coverage and robustness of neu-
ral approaches. Alexander received his PhD from Saarland University and was previously
a postdoc at Columbia University and the University of Edinburgh, faculty at the University
of Potsdam, and Visiting Senior Research Scientist at the Allen Institute for AI.
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