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Abstract. Natural Language Processing (NLP) can provide tools
for analyzing specific intricate language phenomena, such as offen-
siveness in language. In this study, we employ methods from prag-
matics, more specifically Gricean theory, as well as NLP techniques,
to analyze instances of online offensive language. We present a com-
parative analysis between offensive and non-offensive instances with
regard to the degree to which the 4 Gricean Maxims (Quality, Quan-
tity, Manner, and Relevance) are flouted or violated. To facilitate our
analysis, we employ NLP tools to filter the instances and proceed
to a more thorough qualitative analysis. Our findings reveal that of-
fensive and non-offensive speech do not differ significantly when we
evaluate with metrics that correspond to the Gricean Maxims, apart
from some aspects of the Maxim of Quality and the Maxim of Man-
ner. Through this paper, we advocate for a turn towards mixed ap-
proaches to linguistic topics by also paving the way for a modern-
ization of discourse analysis and natural language understanding that
encompasses computational methods.
Warning: This paper contains offensive language that might be trig-
gering for some individuals.

1 Introduction
Natural Language Processing (NLP) is characterized by creating ap-
plications adept at addressing real-world challenges. Among those
applications, we find machine translation, text summarization, co-
reference resolution, and part-of-speech-tagging, to name a few [19].
These rapid technological developments, along with the recent emer-
gence of large language models (LLMs), have brought to the fore the
question of how linguistics could benefit from such advancements
and contribute to the current wave. This issue is discussed in a re-
cent Nature editorial, where it is illustrated that there is a distinction
between NLP and Computational Linguistics, with the latter focus-
ing more on the two aforementioned questions. More specifically,
“Computational Linguistics traditionally uses computational mod-
els to address questions in linguistics and borders the field of Nat-
ural Language Processing, which in turn builds models of language
for practical applications” [1]. Dupre [6] poses an opposite opinion,
claiming that deep learning techniques cannot illuminate linguistic
theory, as the former focuses on language performance, while the
latter on language competence, which are arbitrarily different.

In this paper, we draw from the distinction between Computational
Linguistics and NLP, and we use NLP methods as tools for discourse
analysis. Despite the argument that, at least current deep learning
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techniques are pertinent to theoretical insights in linguistics [6], we
believe that deep learning tools can facilitate linguistic analysis. We
exemplify this in our paper, by analyzing the structure of offensive
language. Offensive language detection is a popular topic in NLP, as
its intricate nature, lying within the borders of linguistics, psychol-
ogy, sociology, and law studies, makes it hard for current models
to identify positive instances adequately [35]. Current approaches
in NLP view offensive language as a detection task without delv-
ing further into the intricate dynamics of an offensive conversation.
We believe that a thorough analysis of offensive language requires a
pragmatic approach. By examining contextual factors, such as speech
acts, perlocutionary effects, politeness strategies, and cultural norms,
we can gain a deeper understanding of how and why language be-
comes offensive. Ignoring these pragmatic aspects would result in an
incomplete and potentially flawed analysis of offensive language.

In order to perform discourse analysis on online offensive lan-
guage from a pragmatic perspective, we employ part of the Gricean
theory [12], which outlines four conversational principles —Quality,
Quantity, Relevance, and Manner— which ensure that speakers pro-
vide truthful, informative, relevant, and clear contributions to con-
versations. We argue that there is a pattern in the flouting/violation
of the maxims when it comes to online offensive language. The most
obvious assumption is that offensive language flouts the Maxim of
Manner as this type of discourse is inherently not in accordance with
this Maxim. In particular, offensive language uses an inappropriate
lexicon that is unsuitable for any occasion, leading to uncooperative
conversations. On a similar note, Pasa et al. [27] have shown that
the sarcasm of hate speech in Instagram comments flouts all four
maxims. The authors hypothesize that the main factors driving these
violations are the lack of concise and clear information in comments,
the cultural value in Western countries that emphasizes the right to
free speech, the tendency to seek excessive attention from others, and
the ego that boosts self-importance while devaluing others.

Our contribution is two-fold. Inspired from previous endeav-
ors [32, 10], we first translate the Maxims into actual metrics using
NLP methods, thus bridging the gap between theoretical and compu-
tational linguistics. Secondly, we offer a computationally facilitated
discourse analysis on offensive language, showing that such analyses
can be semi-automated as the data can be filtered faster, allowing for
a more precise examination of specific instances. To our knowledge,
this is the first study that equips Gricean theory through computa-
tional methods to analyze offensive language.

Our findings indicate that violations or floutings of the Maxims do
not differ when comparing offensive and non offensive online dis-
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Table 1: The 4 Gricean Maxims and their corresponding submaxims.
Maxim Sub-maxims

Maxim of Quality
• Do not say what you believe to be false.
• Do not say that for which you lack adequate ev-

idence.

Maxim of Quantity

• Make your contribution as informative as is re-
quired for the current purposes of the exchange.

• Do not make your contribution more informa-
tive than is required.

Maxim of Relevance • Be relevant.

Maxim of Manner

• Avoid obscurity of expression.
• Avoid ambiguity.
• Be brief.
• Be orderly.

course statistically. The only exception is the Maxim of Manner due
to the intense use of profanity and possibly the Maxim of Quality, as
in the ‘offensive’ class, untruthful comments are more frequent. To
assess the effectiveness of Maxim-based metrics in discourse analy-
sis, we also conduct a qualitative analysis.

The paper is organized as follows. In the next section, we introduce
some essential concepts of theoretical pragmatics, as they are the ba-
sis of our metrics and the discourse analysis. In Section 3, we dis-
cuss NLP approaches that involve linguistic pragmatic aspects both
in terms of human language and artificially-generated language. In
Section 4, we describe our methodology, translating the Maxims into
metrics and using them as discourse analytical tools. In Section 5, we
present our results, discussing them in Section 6. Finally, we summa-
rize our final remarks and potential future work in Section 7, and we
close this paper with a presentation of the limitations in Section 8.

2 Theoretical Background
One central point in pragmatics is the work of HP Grice, who formu-
lated several pragmatic theories applicable today to conversation and
discourse analysis. These include the cooperative principle, accord-
ing to which the contribution of the conversation “must be such as
is required, at the stage at which it occurs, by the accepted purpose
or direction of the talk exchange in which you are engaged” [12].
The cooperative principle outlines the fundamental principle guiding
communication and it is broken down into multiple sub-principles, or
‘Maxims’. More specifically, it suggests that in conversation, partici-
pants generally adhere to four Maxims: the Maxim of Quantity (pro-
vide just enough information), Quality (speak truthfully), Relevance
(be relevant), and Manner (be clear and concise). More information
about the Maxims and their explanations, often referred to as sub-
maxims, can be found in Table 1. These Maxims serve as implicit
guidelines for effective and efficient communication.

Another essential concept in pragmatics, and upon which we touch
in this study, is implicature. Implicature occurs when speakers con-
vey meaning beyond the literal interpretation of their words, rely-
ing on context and shared understanding. Implicatures can be fur-
ther divided into those that are explicitly conveyed (explicature) and
those inferred by the listener. Table 2 shows an example of conversa-
tion implicature, which illustrates a type of pragmatic inference that
arises when words can be arranged on a semantic scale, such as the

Table 2: Example of conversational implicature taken from Griffiths
and Cummins [13].

Speaker Dialogue

A What was the accommodation like on the work camp?

B It was OK.

A Not all that good, hey?

value judgments excellent > good > OK. Speaker A infers from B’s
response because if the accommodation had been better than just OK,
B could have described it as good; if it had been very good, B could
have said excellent. Since B did not use good or excellent, A con-
cludes that the accommodation was merely satisfactory. At the time
of the conversation, A might also have observed signs confirming
this inference, such as B’s unenthusiastic tone or body language in-
dicating discomfort. These contextual clues further help in interpret-
ing implicatures. However, they are unavailable in online language,
making the task of interpreting implicatures even harder, especially
in cases of sarcasm and irony.

Implicature is also related to the violation or flouting of the
Gricean Maxims. Violation of the 4 Maxims occurs when speak-
ers deviate from the expected norms of communication, potentially
causing confusion or misunderstanding, most often unintentionally.
In contrast, flouting involves intentionally disregarding the Maxims,
giving rise to conversational implicature for rhetorical or humorous
effect. For example, when someone asks, “How’s the weather?” dur-
ing a thunderstorm, they flout the Maxim of Relevance by intention-
ally ignoring the obvious context.

3 Related Work

This section reviews key contributions in computational pragmatics,
highlighting advancements in pragmatic inference, model evaluation,
and the integration of pragmatic principles into NLP systems. We
conclude by providing an overview of existing pragmatic approaches
for offensive language detection and analysis.

3.1 Pragmatics in NLP

Jurafsky [16] defines computational pragmatics as the computational
study of the relationship between utterances and their context. It ex-
amines how utterances relate to actions, discourse, and environmen-
tal factors like time and place. Inference is a key focus in computa-
tional pragmatics, addressing four main problems: reference resolu-
tion, speech act interpretation and generation, discourse structure and
coherence, and abduction. Each problem involves inferring missing
information from utterances. However, when it comes to the inter-
action between NLP and pragmatics, the focal point of research lies
in the detection of pragmatic effects, either in natural language or
artificially generated language. Most approaches are concerned with
the capability of the models to detect and/or to understand differ-
ent pragmatic phenomena (such as irony, metaphor, and sarcasm) in
natural language data, including social media posts and user inputs
[2, 18, 21, 34]. Another emerging area of pragmatics in NLP is con-
cerned with the ability of the models themselves (mainly LLMs) to
actually produce speech intricate enough to mimic human language,
including pragmatic language functions [4, 15, 17, 29].

As a broad field of linguistics, different aspects of pragmatics have
been exploited or explored in NLP. Among them are also the Gricean
Maxims. For instance, Hu et al. [15] present a fine-grained analysis
of the pragmatics in the language of humans and LLMs in an attempt
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to answer three questions: whether models select pragmatic interpre-
tations of speaker utterances; whether models make similar errors as
humans; and whether models use similar linguistic cues to solve the
task. They show that certain pragmatic phenomena, such as humor,
irony, and Grice’s Maxims, involve violating listeners’ expectations
in some way and for which the LLMs fail to choose pragmatic in-
terpretations. On a similar note, Jwalapuram [17] evaluate computer-
generated dialogues according to Grice’s Maxims. They use a survey
in which the user is asked to rate the system performance on a Likert
scale from 1 to 5 for 4 questions that correspond to the Maxims. In
this way, they are able to identify: (1) if the system provides substan-
tive responses; (2) if the system is faithful to the factual knowledge it
is provided with; (3) if the system is able to understand the user and,
therefore, provide relevant replies, and, finally; (4) if the system pro-
vides awkward or ambiguous responses. While they report diverse
results depending on the generated dialogues, the authors do not go
into speculations as to why that could be the case. Sorower et al. [31]
present a method for learning rules from natural language texts by
addressing the challenge of missing data. They introduce a mention
model that addresses the probability of facts being mentioned in the
text based on what other facts have already been mentioned and do-
main knowledge in the form of Horn clause rules and by formalizing
Gricean Maxims encoding them as rules in Markov Logic.

Apart from being used as tools for conversation analysis, Gricean
Maxims are also used as metrics. Ge et al. [10] propose the task of
knowledge-driven follow-up question generation in conversational
surveys. They produce a human-annotated dataset and they propose
new metrics based on the Gricean Maxims. Freihat et al. [9] use
the Maxims for ranking community question answers as hypothe-
size that linguistics offers a good opportunity to predict the relevance
of answers and rank them accordingly. They use different indicators
for each Maxim (except quality). Although their approach did not
achieve the performance of machine-learning-based approaches, it
gave a linguistically motivated solution that can be improved so that
it reaches the performance of machine learning methods. Tewari et al.
[32] focus specifically on the Maxim of Quantity and they model it
as a new metric to assess the informativeness for short texts.

Implicature has also been in the limelight of linguistically mo-
tivated NLP research. Benotti and Traum [4] investigate the prag-
matic implications of comparative constructions from a computa-
tional standpoint, emphasizing the challenges in determining the su-
periority of one answer over another. Zheng et al. [36] introduce
a dataset for recovering implicature and conversational reasoning,
showing that model performance improves when a module on im-
plicature is included during training. Similarly, Ruis et al. [29] show
that fine-tuning on conversational data or benchmark-level instruc-
tions does not produce models with pragmatic understanding. How-
ever, fine-tuning on instructions at the example-level paves the way
towards more useful models of human discourse.

Understanding pragmatic functions in real-life situations presents
a challenge for NLP. Unlike humans, who effortlessly use context
and background knowledge to deduce implicatures, NLP models find
this process difficult [36]. For example, in many cases incorporating
Gricean theory (i.e. the cooperative principle and the 4 Maxims) in-
volves using survey methods, employing humans to evaluate model
capabilities with regard to the understanding of pragmatic discourse
[17, 32].

3.2 Pragmatic Approaches on Offensive Language
Detection and Analysis

Many studies on hate speech, toxic language, offensive language or
any other type of harmful language detection typically focus on indi-
vidual instances, neglecting its inherently conversational nature [28].
This approach might be enough for solely NLP purposes but it lim-
its the exploration of pragmatic analysis of harmful language on a
discourse analysis level. One study that takes into account the con-
text of toxicity in online conversations is the one from Madhyastha
et al. [23], where they clearly show the significance of context and
the effect on annotations. Other studies, such as in the case of Gev-
ers et al. [11], have tried to analyze the structure of hate speech or
different linguistic attributes of it, such as length and lexical diver-
sity. Saveski et al. [30] studied the structure of toxic language spread.
They show that, at the individual level, toxicity is spread across many
low to moderately toxic users. At a dyad level, they observe that toxic
replies are more likely to come from users who do not have any so-
cial connection nor share many common friends with the poster. At
the group level, they find that toxic conversations tend to have larger,
wider, and deeper reply trees, but sparser follow graphs.

One of the few works that has pragmatic aspects embedded in the
methodology is the work of Upadhyaya et al. [33], where they intro-
duce a dataset for toxic language that includes annotations for speech
acts that could reveal information about the stance and that could help
further in the toxic language detection. More traditional approaches
of discourse analysis include the work of Hidayati and Arifuddin [14]
that aims to reveal the types of hate speech on social media based on
the criteria developed by Austin, and the meaning of hate speech spo-
ken by individuals to other individuals on Facebook, using qualitative
descriptive methods. The results show that hate speech on social me-
dia can be classified based on illocutionary acts developed by Austin,
into verdictive, behabitives, and expositive. Finally, the work of Par-
varesh [26] provides a corpus-assisted analysis of hate language as
found on Instagram, focusing on Afghan immigrants. The study re-
veals that hate speech may lack markedly hateful language and that
hate language may revolve around covert ways of expressing hatred.

In this paper, we investigate the potential of using NLP methods to
evaluate pragmatic discourse, using the publicly available ToxiChat
dataset [3]. We build on previous research to adapt NLP techniques
for assessing Gricean Maxims and the cooperative principle. These
tools are employed to conduct an advanced discourse analysis of a
pragmatically complex discourse type: offensive language.

4 Methodology

For the purposes of this study, we use metrics and NLP tools for each
of the 4 Maxims. In this way, we attempt to filter different instances
that will be used for a qualitative analysis in a more traditional dis-
course analysis manner.

4.1 Translating the 4 Maxims into Metrics

The purpose of the cooperative principle and the maxims is to guide
effective and efficient communication by encouraging speakers to be
informative, truthful, relevant, and clear in their discourse. To quan-
titatively assess the success of the cooperative principle, we employ
metrics and tools commonly used in NLP, aligning each one with
a respective maxim. Our approach draws inspiration from prior re-
search that has endeavored to translate these maxims into NLP met-
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Table 3: Information about the ToxiChat dataset
Dataset Source Participants Turns Purpose Instances
ToxiChat Reddit Human +

Bot
3 Offensiveness

and Stance
detection

3,211

Table 4: ToxiChat example.
Turn Text Label

1 Title: [Question] Why do Libertarians get so much
flack from the rest of reddit Like seriously I was
downvoted when I said “Libertarian is a good one”
on a post about third party voting.

Safe

2 Because the rest of reddit are unironically communists. Offensive
3 Bullshit most are democrats Offensive

rics [10, 32], while also introducing new methods tailored to the spe-
cific focus of our study.1

Maxim of Quality For the Maxim of Quality, we define a text clas-
sification approach aimed at detecting deceptive content.

We train a BERT-based text classifier [5] on the Deceptive Opinion
Spam Corpus (DOSC) [24, 25].2 The corpus contains 1,600 customer
reviews (both positive and negative) about 20 hotels. Half of the re-
views are labeled as deceptive, while the remaining half are labeled
as truthful. We group reviews based on the target hotel and build train
(reviews of 16 hotels), validation (reviews of 2 hotels), and test (re-
views of 2 hotels) splits such that all reviews belonging to a hotel are
in the same split. We follow standard practice [5] and fine-tune the
BERT-based text classifier for up to five epochs. We consider five dif-
ferent seed runs to ensure a sound evaluation. The classifier achieves
an average macro F1-score of 0.926 ± 0.021 on the DOSC corpus
test set.

Maxim of Quantity The Maxim of Quantity has been first studied
in Tewari et al. [32]. The authors propose informativeness as a metric
of the Maxim of Quantity based on syntactic cohesion. They use a
dependency parser to transform segments into graphs of syntactic
relations, defining syntactic cohesion as the sum of these relations.
Syntactic cohesion is computed by comparing two sets of heads and
their dependents, with normalized values falling between -1 and 1,
indicating optimal, slightly cohesive, or fragmented cohesion. They
normalize cohesion, dividing the score by the total number of words
in the segment. Informativeness in an instruction sequence is the sum
of syntactic cohesion values across all segments, with a normalized
score ranging from 0 to 1, indicating under-informative, optimally
informative, or over-informative sequences. In this study, we employ
the same methodology.

Maxim of Relevance For the Maxim of Relevance, we implement
a methodology to assess relevance within conversations using BERT
embeddings and cosine similarity. Beginning with data preprocess-
ing, we apply a custom binary relevance calculation function, which
uses BERT embeddings to measure the similarity between conversa-
tion titles and their two subsequent responses. This process computes
relevance scores by capturing the coherence of each response with
respect to both the conversation title and the preceding response.

Maxim of Manner Our approach for the Maxim of Manner is in-
spired by Kiyavitskaya et al. [20] and focuses on assessing the in-
stances in accordance to two main aspects of the Maxim: ambiguity
and orderliness. There are many types of ambiguity, such as lexical,

1 Code available at: https://github.com/katkorre/
A-Griceful-Examination-of-Offensive-Language.git

2 We use the bert-base-uncased model card from HuggingFace.

Table 5: Truthfulness of ToxiChat instances with respect to the offen-
siveness of each instance. The bars are annotated with the percent-
ages per class (safe/offensive).

Predictions True Untrue
Offensive 558 (60%) 371 (40%)
Safe 1609 (70%) 673 (30%)

syntactic, and pragmatic. However, language models are not sensi-
tive enough to successfully capture such delicate linguistic nuances
yet [20, 22]. For that reason, we focus only on lexical ambiguity. We
formulate our approach as follows:

Let S be a sentence consisting of words w1, w2, . . . , wn. We de-
fine the ambiguity amb(wi) of word wi as the number of senses
(synsets) that wi has in WordNet [7]. The ambiguity of S is com-
puted as

ambtotal(S) =

n∑
i=1

amb(wi) (1)

Let D be a dataset of sentences, where Sj is a sentence in D. The
maximum total ambiguity value is defined as:

max(ambtotal(S)) = max
Sj∈D

ambtotal(Sj) (2)

The Normalized Ambiguity of a sentence S is then defined as:

ambnorm_total(S) =
ambtotal(S)

max(ambtotal(S))
(3)

We also apply a readability metric as a proxy for text obscurity.
We use the Flesch readability metric [8], which evaluates the ease of
reading a text based on sentence length and word syllable count, pro-
viding a score from 0 to 100 (higher scores indicate easier readability
and lower scores suggest more complex texts).

Regarding profanity, we use the better profanity library,3 which
enables us to identify instances of profanity within the data, thereby
automatically violating the Maxim of Manner. The library includes a
word list and returns True if any word in the provided string matches
a word in the list. By systematically analyzing instances for ambigu-
ity, obscurity, and orderliness, the methodology ensures adherence to
principles of clarity and coherence in online discourse.

4.2 Data

To conduct a discourse analysis based on the cooperative principle
and the four maxims, we require that the data consist not only of
isolated comments but also of dialogues with conversational turns.
To our knowledge, there are few datasets containing instances of
dialogues with offensive language, and those that do typically of-
fer no more than two turns. Therefore, the data used for this study
are sourced from the ToxiChat dataset [3], primarily constructed for
stance analysis in online offensive contexts. Details about the data
are presented in Table 3, with an illustrative example available in
Table 4. In our study, we use only the train set of the dataset, and
since we are interested in a pragmatic analysis of natural language,
we are only concerned with the turns in the thread that are produced
by humans and not the turn produced by the bot.

5 Results
Quality Table 5 shows the results of the BERT based deception
classifier, assessing the truthfulness of the instances. Predominantly

3 https://pypi.org/project/better-profanity/
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Figure 1: Histogram of Informativeness of ToxiChat instances with
respect to the offensiveness of each instance.

in both classes, there are more instances labeled as True rather than
Untrue. However, we notice that in the ‘safe’ class, around 70% of
the instances are marked as True, while this percentage drops in the
‘offensive’ class, with 60% of the cases classified as True. Propor-
tionately, untruthful statements are more likely to appear in offensive
language. Therefore, it is more likely that the Maxim of Quality is
flouted or violated in offensive contexts.

Quantity The evaluation results of the Maxim of Quantity, based
on informativeness, are presented in Figure 1. We observe that, in
most cases, both offensive and non-offensive instances consistently
achieve a reasonable level of informativeness throughout the thread
excerpts, with the majority of the values falling close to 0.5 which
indicates an optimally informative instance.

We analyze this further with Table 6 as we proceed to form three
thresholds that correspond to three classes of informativeness to com-
pare the offensive against the safe class. A threshold of 0.25 was set
to delineate instances deemed ‘Under-Informative’, indicating low
levels of informativeness. A threshold of 0.75 was designated for data
instances categorized as ‘over-informative’, denoting instances that
contain redundant information. Finally, the values in-between denote
the optimum level of informativeness. Most of the instances are op-
timally informative. Comparing the ‘safe’ and ‘offensive’ classes,
there are more under- or over-informative instances in the ‘safe’
class. The difference in the number of under- or over-informative
instances between the ‘safe’ and ‘offensive’ classes might be influ-
enced by the uneven distribution of instances across these classes.
Since the dataset contains significantly more ‘safe’ instances than
‘offensive’ ones, this imbalance can skew the analysis. Instead of
normalizing or stratifying in this study, we maintain the raw data
characteristics to interpret with a focus on real-world relevance.

Relevance In terms of relevance, our results are shown in Figure 2.
Most instances, offensive or not, are deemed relevant by our model.
Similar to previous Maxims, relevance is rarely flouted or violated,
and when it is, it most frequently occurs in the ‘safe’ class. An ex-
ception is seen in responses to the title, where violations also occur
in the ‘offensive’ class. This suggests that there is likely no corre-
lation between the offensiveness of an instance and its violation of
the maxim of relevance. However, it is important to consider the do-
main of the data, which is sourced from Reddit. Given that Reddit
revolves around specific questions and answers, the room for irrele-
vant responses is limited.

Manner We evaluate the Maxim of Manner in terms of ambiguity,
readability and profanity. Figure 3 displays a boxplot of our ambi-
guity detection results. The two boxes are similar in size, with the
‘safe’ class showing a slightly larger range of values. The general
pictures accounts to the fact that, in terms of ambiguity, ‘offensive’

Table 6: Informativeness thresholds of ToxiChat instances with re-
spect to the offensiveness of each instance.

Category Optimally In-
formative

Over-
Informative

Under-
Informative

Offensive 886 (95.37%) 21 (2.26%) 22 (2.37%)
Safe 2186 (95.79%) 50 (2.19%) 46 (2.02%)

and ‘safe’ dialogue instances do not differ to a significant degree. The
picture is similar when calculating readability, with both classes pre-
senting high scores in the Flesch readability metric, with the lower
quartile being close to 50 in both cases. The ‘safe’ class, however,
also presents a higher number of outliers that tend to have lower
readability. Among those scores there are also negative ones which
indicates a very short sentence or an extremely complex one. This
could also be due to internet language and formatting. We initially
hypothesized that the Maxim of Manner is typically flouted in the
context of toxic or offensive language, and our results confirm this
through the high frequency of profanity. Offensive language often re-
lies on strong, explicit terms to convey hostility or aggression, which
naturally includes a higher frequency of profanities. This is obvious
in Figure 5 which shows that instances labeled as offensive contain
more profanities compared to those that are labeled as safe.

6 Exemplary Discourse Analysis

Quantifying the maxims and examining the results in Section 5 have
allowed us to form a more concrete idea and hypothesis, while it
also allows us to filter results that would be of discourse analysis
interest. To perform a discourse analysis, we first proceed to select
instances according to the results of the previous section. For that
reason, we look only at the offensive class and we randomly choose
one example that violates each maxim, and one example that does not
and proceed to compare the instances. The selected examples can be
found in Table 7.

Comparing the two examples for the Maxim of Quality, the one
that does not violate the maxim, does not contain any information
that could potentially be untrue. The use of hedging with ‘seem’ and
the simile introduced with ‘like’ mitigate the certainty of the author
of the comment, despite the fact that it is an offensive comment. The
example that violates the maxim, however, is full of potentially false
assumptions, such as “he used all the sexual energy into fighting”.
This information is misleading and does not contribute to an effective
cooperative (online) conversation.

Looking at the examples for the Maxim of Quantity, both re-
sponses generally adhere to the maxim. Response 1, which looks
as an additional comment from the author of the title thread, pro-
vides enough information to support its point without overwhelming
details, justifying the reasoning to their initial question. Response 2
offers a concise and direct answer. However, it is possible it could be
considered slightly under-informative as it does not precisely reply
to the initial question. About the second example, that according to
the used algorithm violates the maxim of quantity, Response 1 pro-
vides an abundance of specific criticisms, making it slightly verbose
and less clear due to its structure. That could lead us to the con-
clusion that it violates the Maxim of Quantity. The second response
expresses an opposite opinion from the one presented in the title. It
does not answer directly the question. However, with that response
‘I like them’, we are to lead to the implicature that the author of the
response does not support banning ‘GenderCritical’, contrary to the
suggestion in the title.
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Figure 3: Ambiguity scores of ToxiChat instances with respect to the
offensiveness of each instance.
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Figure 4: Flesh Readability. Higher scores indicate easier readability,
with lower scores suggesting more complex texts.
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Figure 5: Distribution of profanity in ToxiChat instances with respect
to the offensiveness of each instance. The bars are annotated with
the percentages per class (safe/offensive).

Table 7: Randomly selected offensive instances that violate the
Gricean Maxims or not. For Quantity and Relevance we report 2 or 3
conversation turns, as the metrics take into account the whole conver-
sation. For Quality and Manner, we report the individual instances.

Maxim Text Violates

Quality
a lot of you seem like genuinely shitty
people No

Mike tyson didnt have sex for 5 years
Boxing over Bitches He used all the sexual
energy into Fighting also not wasting excess
Testestrone and using it as fuel I guess he is
champ and sometimes sacrifice like that
what makes sucessful people different over
normal people What are your thoughts

Yes

Quantity

Title: Do you get along with the NONcrazy
Liberals Leftists; Response 1: And before
you say there are no noncrazy Democrats
read the comment section of this NY post
opinion piece URL They despise the fascist
farleft takeover of everything as much as we
do that comment section alone was a real
eyeopener; Response 2: I get along with
everyone until they start being a dick

No

Title: Im curious can we get GenderCritical
banned; Response 1: I mean it hates autistic
men male babies and encourages misandry
and hatred against men as a whole It even
surpassed incels in terms of idiocy and
hatred because at least incelsfrom
rMGTOW like their daughters to some
extent GenderCriticial even hates sons and
male children and anything to do with men;
Response 2: I like them They show the true
nature of feminism to everyone I wish they
had 1mm members so they cant be brushed
off as a minority

Yes

Relevance

Title: British women abroad are a
FUCKING DISGRACE Morgoths Review
morgoths review; Response: Tourists are
the worst kind of twatthot trash

No

Title: Have an amazing daynight No updoot
required You have no choice You must be
happy right now or else I will come over to
you and give you a hug No homo lt3 you
can accomplish your days; Response: yes
homo

Yes

Manner
Could someone make hitlers easy bake oven
it might still exist but I cant find it No

Stoning the whores is the one thing
Muslims got right Yes
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Examining the examples for the Maxim of Relevance, the response
in the first one does not directly address the specific claim about
British women abroad being a disgrace. Instead, it broadens the crit-
icism to include all tourists, which dilutes the specificity of the orig-
inal statement. This shift can be seen as a deviation from the maxim
of relevance because it does not maintain the specific focus intro-
duced by the title. While the response is contextually related (both
the title and the response criticize behavior abroad), the failure to
address the specific group mentioned (British women) makes it less
relevant. Thus, it can be argued that the response violates the maxim
of relevance by not directly engaging with the specific claim made
in the title. This could therefore be considered a potential error of
the model. About the second example, the initial message and the
response both adhere to the Maxim of Quantity. The initial message
provides enough context and information to be encouraging and hu-
morous, and the response is brief but relevant and clear. The playful
nature of the exchange is maintained through both contributions, and
neither is too sparse nor too detailed for the context. The response di-
rectly addresses the ‘No homo’ part of the initial message, playfully
contradicting it. It provides a relevant and humorous counterpoint to
the initial message without adding unnecessary information. There-
fore, this could be a false positive error for the algorithm.

Finally, about the Maxim of Manner, the first example is offensive
probably towards Jews. It could be considered a slightly ambiguous
statement, as it is unclear whether the speaker is making a dark joke,
referring to a specific object or concept, or whether they misunder-
stand the implications of the words they are using. About the last
example, the statement is highly offensive and lacks clarity. It uses
derogatory language and promotes violence without any regard for
decency or ethical considerations.

Despite occasional algorithmic errors in detecting the maxim
floutings or violations, the pragmatic discourse analysis facilitated
by our approach effectively highlights the nuances in which offen-
sive language interacts with conversational norms. By applying com-
putational algorithms, we can systematically filter and analyze large
datasets, revealing patterns in offensive language.

7 Conclusions

In this paper, we adopt a pragmatics-based approach to hate speech
analysis, reinforced by NLP methods. We draw from the linguistic
theory of the 4 Gricean Maxims and the Co-operative principle, and
we employ NLP methods as tools to assess whether the maxims are
flouted or violated in offensive online contexts. Our approach pro-
vides an essential step before any type of discourse analysis, that
allows a better understanding of the data and consequent filtering
of instances for qualitative discourse analysis. Our experimental re-
sults showed some patterns in the flouting/violations of the maxims
in offensive language settings, such as the flouting/violation of the
maxim of manner due to ambiguity and profanity. With this paper,
we advocate for more mixed approaches that will encompass both
computational and traditional linguistics, and which will contribute
to better data analysis.

In future work, we aim to dive deeper into the potential of the
metrics, particularly when coupled with advanced LLMs. This ex-
ploration will contribute to further automate the assessment process
of the cooperative principle, potentially enhancing its accuracy. Ad-
ditionally, we intend to investigate other discourse domains posing
challenges to NLP, such as sentiment analysis, humor, and sarcasm
detection, which represent pragmatically charged categories. Fur-
thermore, we are interested in examining intersections among the

maxims to gain a comprehensive understanding.

8 Limitations
Our work is not without limitations. First of all, the metrics and NLP
techniques that we used for the assessment of the maxims is not per-
fected and should be tested in other settings, as well as evaluated in
more contexts, ideally from human experts. Even with NLP mod-
els with very high performance, there is always the possibility of
error. Therefore, manual examination for discourse analysis is essen-
tial. Another limitation relates to the fact that, during the qualitative
analysis, we examined each example for only one maxim flouting or
violation each time, though it is possible that more than one floutings
or violations could co-occur.
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