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Abstract.
Sentiment analysis (SA) plays a vital role in interpreting human

opinions across different languages, especially in contexts like so-
cial media, product reviews, and other user-generated content. This
study focuses on Luxembourgish, a low-resource language critical
to Luxembourg’s identity, utilizing advanced deep learning models
such as BERT, RoBERTa, LuxemBERTand LuxGPT-2. These mod-
els were enhanced with transfer learning, active learning strategies,
and context-aware embeddings, enabling effective Luxembourgish
processing. These models further improved with context-aware em-
beddings and were able to accurately detect sentiments, categorizing
news comments into positive, negative, and neutral sentiments. Our
approach highlights the significant role of human-in-the-loop (HITL)
methodologies, which refine model accuracy by aligning automated
analyses with human judgment. The findings indicate that Luxemb-
BERT, especially when enhanced with the HITL method involving
feedback from 500 and 1000 annotated sentences, outperforms other
models in both binary (positive vs. negative) and multi-class (posi-
tive, neutral, and negative) classification tasks. The HITL approach
not only refined model accuracy but also provided substantial im-
provements in understanding and processing sentiments and sarcasm,
often challenging for automated systems. This study establishes the
basis for future research to extend these methodologies to other under-
resourced languages, promising improvements in Natural Language
Processing (NLP) applications across diverse linguistic landscapes.

Keywords: Human-in-the-loop, Low-resource languages, Luxem-
bourgish, Sentiment analysis, Transfer learning

1 Introduction
Sentiment analysis (SA), a key branch of NLP, automates the ex-
traction of opinions, emotions, and attitudes from texts concerning
various entities such as products and organizations [28]. Emerging in
the early 2000s and also referred to as opinion mining or sentiment
mining, this field primarily aims to classify texts as positive, negative,
or neutral [6]. Specialized forms detect whether texts are hateful or
offensive [12, 42], and address social issues such as racism using
data from social media [17]. Given the significant influence of social
media on political elections and marketing, SA has become critically
important for businesses and governments [2].

In the area of SA, researchers have explored a range of methods,
including both supervised and unsupervised techniques, all showing
promising results (e.g., [23]). Early studies indicate that unsupervised
models, which use sentiment dictionaries, grammatical analysis, and
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sentence structure patterns with manually created rules, can perform
just as well as traditional supervised methods, such as Support Vector
Machines (SVMs) and Naïve Bayes classifiers [34]. This exploration
sets the stage for addressing the impact of data scarcity in low-resource
languages.

The significant challenges of applying advanced SA techniques
become evident in the context of low-resource languages like Lux-
embourgish. Despite the superior performance of DL models over
traditional methods, their dependency on extensive labeled datasets
remains a major hurdle, given the high costs and time required for
data annotation [18]. To mitigate these challenges, methods such as
transfer learning and active learning have been introduced to offer
viable solutions (e.g., [1]).

Consider Luxembourg, a trilingual nation of over 590,000 residents,
home to the largest population of Luxembourgish speakers. Recog-
nized as the national language in 1984, Luxembourgish is integral
to the nation’s identity and essential for communication within the
country. Originally a Central Franconian dialect, Luxembourgish has
evolved into an independent language, becoming essential for all
forms of communication within the country. In contexts where all
participants are fluent, switching to French or German is generally
avoided [14]. The term “low-resource language” refers to languages
that lack substantial annotated or digital data [32, 4]. In the NLP field,
there has been a significant increase in methods targeting these low-
resource languages, broadening the applicability of language models
to a more diverse set of languages.

Traditional static word embeddings do not capture contextual varia-
tions that influence meaning, which is essential for accurately under-
standing and analyzing language. To address this limitation, context-
aware embeddings like BERT (Bidirectional Encoder Representa-
tions from Transformers) [8], Robustly Optimized BERT Approach
(RoBERTa) [29], and GPT have been developed. These models offer
dynamic, contextual representations that adapt based on the surround-
ing text, thus providing a more precise reflection of subtle sentiment
expressions within texts [24]. By understanding the specific context in
which words are used, these advanced models significantly enhance
the accuracy of SA, making them indispensable in extracting true
sentiment from complex language constructions, such as irony or
sarcasm, commonly found in social media and other digital communi-
cations. Further, human-in-the-loop (HITL) is particularly valuable as
it allows systems to adjust to real-world variables and user-specific
needs that may not be fully anticipated at the time of a model’s initial
training. For instance, in SA, HITL can be instrumental in refining
the understanding and classification of language used in different
contexts, such as irony or cultural-specific expressions that automated
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systems might misinterpret [44]. This approach not only enhances
the performance and trustworthiness of AI systems but also enables
them to become more aligned with human values and ethics, a critical
consideration as AI becomes more pervasive in everyday life [38].

1.1 Contribution

The main contribution of this paper is the application of state-of-
the-art frameworks and the integration of human-in-the-loop com-
ponents [44] for SA of Luxembourgish. We specifically focus on
developing an SA model that classifies Luxembourgish news com-
ments into positive, negative, and neutral sentiment classes at the
sentence level. The structure of the paper is as follows:

• The ’Related Works’ section provides an overview of the research
in this field, highlighting previous approaches to SA in multilingual
and low-resource contexts.

• ’Materials and Methodology’ describes the proposed models in
detail.

– The ’Dataset’ section outlines the description and sourcing of
the datasets used.

• Comprehensive discussions of the findings are presented in the
’Evaluation’ section, including comparisons with existing models
and discussion on the effectiveness of different methodologies.

• The paper concludes with final remarks in the ’Conclusion and
Future Work’ section, summarizing the implications and potential
future directions for SA research in low-resource languages.

2 Related works

SA is a crucial aspect of understanding human opinions across various
languages, particularly in the context of social media, product reviews,
and other user-generated content. DL methods have shown significant
promise in improving SA, especially for low-resourced languages like
Luxembourgish. Recent advancements in DL architectures, particu-
larly Transformer-based language models, have led to breakthroughs
in SA tasks. These models use pre-trained knowledge to enhance per-
formance on downstream tasks, a method that is particularly effective
in contexts where annotated data is scarce [20].

In the area of SA for low-resource languages, the challenges and po-
tential solutions are diverse and multifaceted. For example, translating
datasets from resource-rich languages to those with fewer resources,
such as Urdu, can often change the meaning of sentiment and cause
performance degradation due to polarity shift [13]. This shift can
make sentiment classification systems work poorly. This challenge
is further compounded in domain adaptation scenarios, such as with
Danish, where dramatic performance drops occur when switching
domains [9].

Several approaches have proven effective in dealing with these is-
sues. Using methods like transfer learning [22], unsupervised learning,
semi-supervised learning, and active learning can significantly im-
prove SA for these languages. Sentiment classification approaches are
broadly categorized into supervised [36], semi-supervised [16], and
unsupervised [19]. Although most studies use supervised methods, a
major challenge remains the lack of well-organized datasets.

Traditionally, SA research has primarily focused on well-resource
languages such as English, German, and Chinese. However, the fo-
cus has shifted towards investigating SA in low-resource languages
in recent years, promoting greater linguistic inclusivity in NLP
tools [11, 27]. A study by Pang et al. [36] demonstrated that ML

techniques for sentiment classification significantly surpass human-
generated benchmarks. They applied three ML models—Naïve Bayes,
Support Vector Machine, and Maximum Entropy—to a dataset of
movie reviews. Using a 3-fold cross-validation method, they com-
pared the effects of feature presence versus feature frequency. They
found that feature presence, which indicates the binary occurrence of
a feature, was more effective than feature frequency, which measures
how often a feature appears. Of the three classifiers, SVM yielded the
best performance.

The application of ML techniques to comments in Bangla from the
entertainment sector has shown promising results, with accuracy rates
exceeding 75% for sentiment classification [39]. This indicates that
even low-resource languages can achieve significant performance in
SA tasks with the right methodologies. Similarly, adaptive pretraining
and careful selection of source language have been shown to improve
SA for African languages, leading to improvements of over 10% F1
score points [40].

The challenges of SA in low-resource languages are substantial
but can be overcome, as demonstrated by various studies proposing
cutting-edge strategies to enhance precision (e.g., [15]). A system-
atic review of multilingual SA techniques reveals a growing interest
in developing models for such languages, with DL methods partic-
ularly recommended [31]. In detail, DL models, particularly those
that incorporate attention mechanisms, have been successfully ap-
plied to SA in Albanian social media comments, achieving an F1
score of 72.09% [21]. Furthermore, transformer-based models have
demonstrated their potential to improve SA for low-resource African
languages such as Nigerian Pidgin and Yoruba, achieving top rankings
in SemEval-2023 Task 12 [20].

The application of Pre-trained language models like Bidirectional
Encoder Representations from Transformers (BERT) and multilingual
BERT (mBERT) has also been noteworthy (e.g., [43]). These models
can enhance SA tasks without extensive fine-tuning, thus reducing
training time and resource consumption while maintaining or even im-
proving accuracy [25]. Transfer learning techniques using pre-trained
multilingual models often outperform language-specific models in
low-resource settings, showing further improvements after fine-tuning
even with a small number of samples [35].

Fawzy et al. [10] address the challenge of SA in Arabic, a low-
resource language with diverse dialects and complex linguistic fea-
tures. They propose an approach that combines a BERT model with a
Convolutional Neural Network (CNN) to improve SA accuracy. The
model, BERT-CNN, fine-tunes only the last four layers of a pre-trained
BERT model, reducing computational requirements while leverag-
ing the CNN as a classification head for enhanced feature extraction.
Tested on three Arabic Twitter datasets, the BERT-CNN model not
only outperforms existing state-of-the-art models but does so with
50% smaller batch sizes, fewer training layers, and approximately
20% fewer epochs on the datasets.

Human-in-the-loop (HITL) approaches have also shown promise.
Human-in-the-loop linguistic Expressions with Deep Learning
(HEIDL), a prototype HITL machine learning system, enables higher-
level interaction between humans and machines, improving produc-
tivity and generalizing models to unseen data [37]. HITL NLP frame-
works integrate human feedback to improve NLP models, with promis-
ing future studies in integrating human feedback in the development
loop [41]. HITL can achieve comparable or better performance than
unsupervised domain adaptation (UDA) in person re-identification
scenarios when unlabeled target data is infeasible [7].

While manually annotated datasets are essential for training and
evaluating NLP models, recent studies have highlighted that even
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widely used benchmark datasets often contain many incorrect annota-
tions. This reveals additional challenges in SA for low-resource lan-
guages, where data scarcity is compounded by quality concerns [26].

Building on these findings, recent efforts have extended these tech-
niques to low-resource languages, where traditional feature extraction
methods face challenges due to sparse data availability. Innovations in
transfer learning and unsupervised learning methods are beginning to
show promise in overcoming these barriers, enabling more effective
SA across a broader spectrum of languages [5]. These developments
underline the growing necessity and potential for applying advanced
ML techniques to enhance linguistic inclusivity in NLP applications.

In summary, while SA for low-resource languages presents unique
challenges, primarily due to the scarcity of sufficient annotated data
and linguistic resources, research indicates that these can be effec-
tively addressed with innovative techniques such as adaptive pre-
training, DL, cross-lingual techniques, and data augmentation strate-
gies. Emerging methods like mBERT and adversarial learning are
proving effective in enhancing the precision and generalizability of
SA models for these languages.

3 Materials and Methodolgy
3.1 Dataset

Figure 1: Sentiment Distribution Across the Dataset and Comment
Lengths: The leftmost bar graph shows the distribution of sentiments,
while the rightmost plot illustrates the distribution of sentence lengths.

The analysis in this study uses a corpus comprising user comments
on news articles collected between 2009 and 2018 1, with the longest
sentence consisting of 744 words. The dataset, generously provided by
RTL Luxembourg, is invaluable for SA as it encompasses responses
to a wide range of topics authored by Luxembourgish speakers from
diverse backgrounds and with varying personal histories. Figure 1
displays the number of annotations grouped by sentiment label (1047
comments in total), showing that negative comments were more fre-
quent than positive or neurtal comments.

<sentence id="3bs">
<w id="11" pos="" sen="3">pierre</w>
<w id="12" pos="" sen="3">je</w>
<w id="13" pos="" sen="3">suis</w>
<w id="14" pos="" sen="3">surtout</w>
<w id="15" pos="" sen="3">persuadé</w>
<w id="16" pos="" sen="3">que</w>
<w id="17" pos="" sen="3">L</w>
<c id="18" pos="" sen="3">.</c>

</sentence>

Figure 2: Example of XML sentence structure from the dataset. “pos”
refers to POS-tagging, which is not provided in this part of the dataset.

The data was provided in a simple XML file (see Figure 2), with
each file containing a subset of the sentences. Prior to training the

1 www.rtl.lu.

model, the XML file required preprocessing steps on user comments.
This process involved transforming the XML data into a Pandas
DataFrame [33], which is well-suited for handling such data opera-
tions in Python.

The preprocessing steps included:

• Parsing the XML Structure: Identifying and extracting key ele-
ments and attributes within the XML structure that contain the
relevant information, such as sentence IDs and words.

• Cleaning the Data: Removing any extraneous tags and normalizing
text to ensure consistency in sentiment classification.

• Annotating Sentiments: Ensuring the sentiment labels provided by
annotators were correctly categorized into negative, neutral, and
positive sentiments.

The sentiment labels were initially provided by human annotators
and manually categorized. These annotations are critical as they form
the basis for training and evaluating the SA models (see Figure 1).

3.2 Models

BERT: BERT is a transformative model in the field of NLP. Devel-
oped by Google, BERT has revolutionized how machines understand
human language. It is based on the transformer architecture, which
relies on attention mechanisms rather than sequence-aligned recurrent
processing. This design allows for a more flexible interpretation of
sentence structures.

The primary innovation of BERT is its approach to pre-training
on a large corpus using only unlabeled data, followed by fine-tuning
on smaller specific tasks. Unlike previous models that processed
text in a single direction, either from left to right or right to left,
BERT processes text bi-directionally. This bidirectional training is
fundamental to its success, as it enables the model to capture the
context of a word based by considering all surrounding text, both
preceding and following. This capability allows BERT to understand
the meaning of words within their specific sentence structures, which
is a significant advance over traditional methods that often depend on
labor-intensive feature engineering.

BERT’s versatility is demonstrated in its ability to be fine-tuned
with just an additional output layer to produce state-of-the-art results
for a range of tasks, including question answering, language infer-
ence, and SA. In SA, BERT’s ability to analyze the complete context
of words makes it exceptionally effective in accurately classifying
sentiments. This is particularly useful not just at the sentence level
but also for more detailed aspect-level analysis, where the sentiments
regarding specific aspects of a product or service are assessed.

The “bert-base-multilingual-cased” model is a variation of BERT
designed to handle multiple languages. It retains BERT’s powerful
bidirectional context analysis while supporting text in various lan-
guages. This multilingual capability is particularly valuable for SA
in multilingual settings, where it can interpret sentiments across dif-
ferent languages without needing separate models for each language.
This feature extends BERT’s versatility, allowing for consistent per-
formance and ease of use in global applications.

BERT has consistently outperformed earlier models that relied on
embeddings generated from simpler neural networks. Its ability to in-
tegrate and understand target-specific information within a text further
enhances its performance, enabling more accurate sentiment discern-
ment in complex scenarios. Research indicates that BERT’s deep
contextual understanding significantly improves performance across
various NLP benchmarks, making it an essential tool for researchers
and practitioners working with language data [8].
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RoBERTa: RoBERTa, or Robustly Optimized BERT Pretraining
Approach, builds upon the foundational concepts of BERT by in-
corporating several key modifications that significantly improve its
effectiveness. Unlike BERT, which is trained for a fixed amount
of time on a set dataset size, RoBERTa benefits from training on
larger datasets and for longer periods. This extended training allows
RoBERTa to develop a more profound understanding of language
details and complexities.

A critical enhancement in RoBERTa is the dynamic adjustment
of the masking pattern during the pre-training phase. Whereas the
masked language model (MLM) task in BERT randomly masks 15%
of the tokens once at the beginning of training, which remains the
same for every training epoch. In contrast, RoBERTa recalculates and
randomizes the masks throughout the training process. This dynamic
masking prevents the model from merely memorizing the masked
positions, instead fostering more robust and generalizable language
representations.

RoBERTa also adopts byte-level Byte-Pair Encoding (BPE) as its
tokenization method, enhancing its ability to handle a more com-
pact and efficient vocabulary. This approach is particularly beneficial
for processing languages with rich morphology or those that use
compound words, as it can decompose words into more frequently
occurring subwords or bytes. By simplifying the vocabulary size and
complexity, RoBERTa can process text data more quickly and with
fewer resources than BERT.

Moreover, RoBERTa removes the next-sentence prediction (NSP)
task, which BERT originally used. This decision is based on evidence
that NSP does not significantly contribute to model performance on
downstream tasks. Instead, RoBERTa focuses on optimizing the MLM
objective, which has been shown to improve outcomes directly across
a wide range of NLP benchmarks. This focused approach particularly
benefits tasks requiring deep contextual understanding, such as SA,
question answering, and natural language inference.

RoBERTa’s performance demonstrates the importance of iterative
improvements and optimizations in model pre-training strategies. It
has outperformed BERT model and its other variants across various
NLP benchmarks, establishing RoBERTa as one of the most potent
models for tackling complex language processing challenges [29].

XLM-RoBERTa extends RoBERTa’s capabilities to a multilingual
setting. XLM-RoBERTa is designed to handle multiple languages
simultaneously while supporting cross-lingual tasks. This model is
especially valuable for SA in multilingual environments, where it can
interpret and classify sentiments across different languages without
the need for separate models for each language. XLM-RoBERTa re-
tains RoBERTa’s dynamic masking and BPE tokenization advantages,
ensuring robust performance across diverse linguistic contexts.

LuxemBERT: LuxemBERT [30] is a state-of-the-art transformer-
based language model specifically designed for the Luxembourgish
language. It builds on the architecture of BERT (Bidirectional En-
coder Representations from Transformers), which is renowned for
its powerful bidirectional context understanding. This capability is
particularly advantageous for addressing the challenges associated
with low-resource languages like Luxembourgish.

LuxemBERT adopts BERT’s robust framework, which features
multiple layers of transformer encoders. These encoders use self-
attention mechanisms to process input text sequences, allowing the
model to discern complex dependencies and contextual relationships
within the text. The bidirectional nature of LuxemBERT allows it to
consider the context of each word from both preceding and following
texts, thereby enhancing the accuracy of language representations.

A key strength of LuxemBERT is its adaptation to the Luxem-

bourgish context through pre-training on language-specific corpora.
Additionally, it uses transfer learning approaches, fine-tuned to spe-
cific downstream tasks relevant to Luxembourgish, such as SA, named
entity recognition (NER), and text classification. This dual approach
of pre-training and fine-tuning ensures that LuxemBERT can effec-
tively generalize from limited data, maintaining high performance
across diverse NLP applications.

LuxGPT-22: LuxGPT-2 is an advanced transformer-based language
model, developed using the GPT-2 (Generative Pre-trained Trans-
former 2) architecture, and specifically adapted for text generation
in the Luxembourgish. Unlike traditional models that process text
linearly, Lux-GPT-2 understands and generates text bi-directionally,
where it predicts the next word in a sequence considering the entire
context provided by all preceding words. This bidirectional approach
is particularly effective in handling the subtleties of language that are
critical for realistic and coherent text generation.

LuxGPT-2 was pre-trained on a substantial and varied corpus
consisting of 711 MB of Luxembourgish text, which includes di-
verse sources such as RTL.lu news articles, parliamentary speeches,
Wikipedia entries, and various web crawls. This extensive training set
provides a rich linguistic foundation, allowing LuxGPT-2 to learn and
reproduce the unique syntactic and semantic patterns of the Luxem-
bourgish language.

The model’s training process involved transfer learning techniques,
where the model was initially conditioned on an English-based model
to establish a broad understanding of linguistic structures. It then
received further training (fine-tuning) to adapt these structures to
Luxembourgish specifics. This phase included gradual layer freezing,
a technique where lower layers of the model are incrementally locked
as they stabilize, allowing the training focus to shift toward the upper
layers that are responsible for capturing more complex and abstract
language features.

Following its pre-training, LuxGPT-2 demonstrates remarkable
versatility by being adaptable for fine-tuning on smaller, task-specific
datasets. This flexibility enables LuxGPT-2 to excel in various NLP
tasks, including SA, text summarization, and question-answering.
Its ability to generate contextually rich, grammatically correct, and
semantically detailed Luxembourgish text positions it as an essential
resource for applications demanding high-quality Luxembourgish text
output.

HITL: The concept of human-in-the-loop (HITL) has become
increasingly relevant in various domains, particularly in fields like
ML and artificial intelligence (AI). HITL methodologies are designed
to integrate human judgment into the loop of automated systems,
facilitating a dynamic interaction where humans provide real-time
corrections and feedback.

HITL is instrumental in enhancing the reliability of AI systems. By
incorporating human judgment, these systems can perform complex
decision-making tasks with greater precision. Human intervention
helps to refine AI responses by correcting errors that ML models may
not identify on their own due to limitations in training data or inherent
biases in their algorithms.

Involving human judgment in AI systems helps mitigate the risk as-
sociated with biases that are often present in the training data. Humans
can identify and correct biased AI decisions in real-time, enhancing
the fairness and impartiality of automated decisions. This real-time
corrective feedback not only improves the model’s current accuracy
in the short term but also influences its learning trajectory, promoting
better generalization and reliability in subsequent applications.

2 https://huggingface.co/
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Table 1: Performance metrics (accuracy, precision, recall) across BERT, RoBETa, LuxemBERT, and LuxGPT-2 models across two classification
scenarios: Binary classification with positive and negative labels, and Multi-class classification with positive, neutral, and negative labels).

Models Accuracy Precision Recall

BERT - Binary classification 57 60 62

RoBERTa - Binary classification 59 66 65

LuxemBERT - Binary classification 55 62 66

LuxGPT-2 - Binary classification 49 59 64

BERT - Multi-class classification 60 69 73

RoBERTa - Multi-class classification 64 71 72

LuxemBERT - Multi classification 67 73 72

LuxGPT-2 - Multi classification 35 49 52

HITL-multi (LuxemBERT-after training 500 sentences) 70 77 73

HITL-multi (LuxemBERT-after training 1000 sentences) 75 78 77

3.3 Training

To train our SA model, we used various Python libraries that support
data manipulation, visualization, and ML. Key libraries included:

• NumPy: For numerical operations.
• Pandas: For managing data frames, allowing for seamless data

manipulation and preparation.
• Matplotlib and Seaborn: For creating informative visualizations to

analyze data trends and model performance.
• regex: For handling regular expressions.
• xml.etree.ElementTree: For parsing XML files.

Our model was trained using the TensorFlow framework. The dataset
was divided into training (70%), validation (10%), and test (20%)
sets through stratified sampling function from Scikit-learn 3. This
approach ensured that the distribution of data across each set matched
that found in the original dataset, which is particularly important in
studies with imbalanced classes. To further address the class imbal-
ance, we incorporated class weights into the models. By assigning
higher weights to the minority class, we ensured that the model pe-
nalized misclassifications of the minority class more heavily, thereby
improving the overall balance and performance of the model across
all classes.

3.4 Evaluation Metrics and their Implications

To evaluate the effectiveness of the classification techniques, specific
metrics such as accuracy, precision, and recall were used:

• Terminology for All Metrics:

– TP (True Positives) is the number of positive instances that the
model correctly identifies.

– TN (True Negatives) is the number of negative instances that
the model correctly identifies.

– FP (False Positives) are instances that the model incorrectly
predicted as positive.

– FN (False Negatives) are positive instances that the model fails
to identify.

• Accuracy is a commonly used metric for evaluating classification
models. It signifies the ratio of correctly classified instances to the

3 https://scikit-learn.org/stable/

total number of instances within the dataset. Specifically in text
classification, accuracy measures the proportion of texts that are
accurately categorized. A higher accuracy value indicates a more
precise model. The formula for accuracy is expressed as:

Accuracy =
TP + TN

TP + TN + FP + FN

• Precision assesses the proportion of true positive predictions (cor-
rectly classified instances) among all positive predictions made by
the model. It is a crucial metric that measures the model’s ability to
minimize false positives. It is determined by dividing the number
of true positives by the total of true positives and false positives. A
higher precision value suggests that the model makes fewer false
positive errors, which is particularly valuable in scenarios where
the cost of a false positive is high.

Precision =
TP

TP + FP

• Recall, also referred to as sensitivity or the true positive rate, mea-
sures the proportion of true positives that are correctly identified
out of the total sum of true positives and false negatives. Essentially,
recall quantifies how effectively the model identifies all positive
samples within the dataset. A higher recall value indicates a smaller
number of false negatives. This metric evaluates the model’s ca-
pability to detect all relevant instances without missing positive
ones. In essence, recall measures how well the model captures all
positive samples in the dataset.

Recall =
TP

TP + FN

These metrics not only provide a comprehensive overview of the
model’s accuracy but also help understand its performance in terms
of specificity and sensitivity, guiding further refinements.

4 Results and Discussion
Table 1 presents the performance metrics—accuracy, precision, and
recall—of selected language models in binary (negative vs. positive)
and multi-class (positive, neutral, and negative) classification scenar-
ios. The evaluated models include BERT, RoBERTa, LuxemBERT,
and LuxGPT-2, along with outcomes from a HITL setup involving
iterative feedback loops on 500 and 1000 sentences, specifically de-
signed to refine and enhance LuxemBERT’s learning algorithms. This
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setup enabled targeted improvements in the model’s understanding of
nuanced sentiments, particularly in complex linguistic contexts.

In binary classification tasks, RoBERTa outperforms BERT, achiev-
ing higher accuracy (59% vs. 57%), precision (66% vs. 60%), and
recall (65% vs. 62%). This reflects RoBERTa’s ability to efficiently dif-
ferentiate between positive and negative classes. LuxemBERT, while
showing comparable recall, experiences a slight drop in precision
and accuracy, indicating sensitivity due to its architectural differences.
LuxGPT-2, with significantly lower scores in accuracy (49%) and pre-
cision (59%), suggests potential configuration deficiencies for binary
tasks.

The multi-class classification results reveal that LuxemBERT ex-
cels, particularly in a multilingual setting, achieving the highest met-
rics across accuracy (67%), precision (73%), and recall (72%). This in-
dicates its ability to handle more complex label distinctions. RoBERTa
maintains robust performance, although it slightly lags behind Luxem-
BERT, highlighting the subtle differences in its processing capabilities.
In contrast, LuxGPT-2 shows considerable underperformance in this
scenario, indicating that enhancements may be necessary to improve
its adaptability to multi-class contexts.

The Iterative training process of LuxemBERT with human annota-
tions under the HITL methodology demonstrates significant improve-
ments, with accuracy increasing to 70% and 75% with 500 and then
1000 sentences, respectively. This gradual improvement underscores
the value of integrating human feedback into the training process,
enhancing both the accuracy and reliability of the model. Follow-
ing the incorporation of human feedback, significant performance
improvements were observed across the models. Detailed metrics
such as accuracy, precision, and recall for each model iteration are
summarized in Table 1.

As detailed in Table 1, the LuxemBERT model showed superior
performance in handling complex expressions after training with
human-annotated data. One noteworthy example of HITL’s impact is
its correction of the misinterpretation of the Luxembourgish expres-
sion “Dat war awer eppes!”. Thanks to the expert annotations, the
model could adjust its training algorithms to understand that, despite
the presence of “awer” (but), the expression conveyed a positive sen-
timent. This correction was a direct result of the iterative training and
feedback process unique to our HITL methodology. Compared to a
baseline LuxemBERT model trained on the same initial dataset but
without human feedback, our HITL-enhanced LuxemBERT model
showed 8% improvement in detecting complex sentiments such as
irony, which are often misunderstood by traditional SA tools. Human
annotators played a crucial role, particularly in correcting sentiments
related to cultural idioms like “Ech si gréng hannert den Oueren.”
Initially labeled as neutral by the model, annotators clarified that
this typically expresses a negative sentiment about one’s lack of ex-
perience. Incorporating these corrections reduced the model’s error
rate in similar contexts. The HITL approach led to substantial im-
provements in LuxGPT2-s ability to discern sarcasm, a sentiment
often misinterpreted by automated systems without localized training
inputs.

One of the primary challenges was the scalability of human an-
notations, as recruiting enough native speakers trained in linguists
was time-consuming and costly. Despite efforts to mitigate bias, the
dominance of certain dialects within the annotated data occasionally
skewed the model’s performance on regional variations of Luxem-
bourgish. Our findings emphasize the role of HITL methodologies in
enhancing the performance of SA models for low-resource languages,
with potential applications in content moderation, customer service
bots, and social media analytics for improved accuracy and cultural

relevance [3].
Integrating HITL-enhanced models with multilingual platforms like

Google Translate or customer relationship management (CRM) sys-
tems could further enhance adaptability and accuracy across different
languages and dialects. This approach not only improves technological
inclusivity for low-resource language speakers but also underscores
the need for ethical considerations in handling sensitive sentiment
data.

The broader impact of our research extends to enhancing the digital
inclusion of minority language speakers by developing technology
that accurately understands and processes their language. However, as
we collect and use sensitive sentiment data, it is imperative to adhere to
stringent data privacy laws and ethical guidelines to protect individual
privacy and prevent biases that could inadvertently arise from data
misinterpretation. Despite BERT’s good cross-lingual performance
on high-resource languages, it struggles with low-resource languages,
indicating a need for more efficient pretraining techniques or more
data [43].

5 Limitations and Challenges

A limitation of our study is the dependency on a sufficient number of
trained human annotators, which poses scalability challenges. This de-
pendency could limit the application of our methods in larger-scale en-
vironments or in cases where such resources are scarce. Furthermore,
the iterative training process, while effective, requires substantial
computational resources, which may not be feasible in all application
scenarios. Future research should, therefore, aim to optimize these
processes to balance accuracy with operational efficiency better.

6 Conclusion and Future Work

This study introduces a method that can be useful for low-resource
languages by adopting an existing model to a new context. Training
a new model for a specific language can be expensive and time-
consuming, taking days or even weeks, depending on the available
computing power.

In our research, we focused on Luxembourgish, a language consid-
ered resource-scarce, comparing various BERT-based models along-
side a HITL strategy. To address the scarcity of data, we implemented
HITL strategy, which demonstrated improvements in SA of news
comments. While not all models showed statistical significance, the
HITL approach on LuxemBERT model consistently outperforms the
BERT-based alternatives.

Future work should consider integrating semi-supervised learning
techniques to better use unlabeled data. This approach could poten-
tially expand the model’s training dataset without requiring extensive
human annotation. Additionally, applying the HITL methodology
to other under-resourced languages could provide insights into the
generalizability of this method across diverse linguistic landscapes.
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