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Message from the Workshop Organizers

The articulation of mathematical arguments is a fundamental part of scientific reasoning and
communication. Across many disciplines, expressing relations and interdependencies between
quantities is at the centre of scientific argumentation. Nevertheless, despite its importance,
the application of contemporary NLP models for inference over mathematical text remains
under-explored or subject to important limitations. MathNLP represents a forum for discussing
new ideas to advance research on Mathematical Natural Language Processing, welcoming
novel contributions on model architectures, evaluation methods and downstream applications.
MathNLP welcomed contributions of previously unpublished papers which could be either long
(8 pages) or short (4 pages). MathNLP welcomed both archival and non-archival submissions.
Only archival submissions have been included in the proceedings. All submissions have
been peer-reviewed by 2 independent reviewers. A total of 5 papers have been accepted for
presentation at the workshop. MathNLP is particularly interested in (but is not limited to) works
related to the following topics:

• Neural/Neuro-symbolic architectures to support mathematical natural language inference;

• Large Language Models for Mathematics;

• Equational embeddings;

• Autoformalisation and translation from natural language to formal languages (and vice-
versa);

• Linguistic analysis of mathematical discourse and argumentation relations in the context
of mathematical text;

• Probing mathematical understanding of state-of-the-art models;

• Adaptation of NLP tasks for mathematical discourse;

• NLP applied to mathematics education;

• Premise selection over mathematical text;

• Understanding and typing of variables in mathematical text;

• Retrieval of equations/formulas/expressions based on textual queries;

• Retrieval of textual context based on equational queries.

MathNLP is partially funded by the Swiss National Science Foundation (SNSF) project NeuMath
(200021_204617)
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