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Abstract

This study investigates the potential of cross-
lingual transfer learning for Named Entity
Recognition (NER) between Hindi and Nepali,
two languages that, despite their linguistic sim-
ilarities, face significant disparities in avail-
able resources. By leveraging multilingual
BERT models, including RemBERT, BERT
Multilingual, MuRIL, and DistilBERT Mul-
tilingual, the research examines whether pre-
training them on a resource-rich language like
Hindi can enhance NER performance in a
resource-constrained language like Nepali and
vice versa. The study conducts experiments
in both monolingual and cross-lingual settings
to evaluate the models’ effectiveness in trans-
ferring linguistic knowledge between the two
languages. The findings reveal that while Rem-
BERT and MuRIL perform well in monolin-
gual contexts—RemBERT excelling in Hindi
and MuRIL in Nepali—BERT Multilingual per-
forms comparatively best in cross-lingual sce-
narios, in generalizing features across the lan-
guages. Although DistilBERT Multilingual
demonstrates slightly lower performance in
cross-lingual tasks, it balances efficiency with
competitive results. The study underscores the
importance of model selection based on linguis-
tic and resource-specific contexts, highlighting
that general-purpose models like BERT Mul-
tilingual are particularly well-suited for cross-
lingual applications.

1 Introduction

Cross-lingual transfer learning has emerged as a
crucial area in natural language processing (NLP),
especially for languages with limited resources
(Kim et al., 2017; Schuster et al., 2019). This
approach leverages the strengths of resource-rich
languages to enhance model performance in under-
resourced languages, making it a valuable tool
in the global effort to improve NLP applications
across diverse linguistic contexts (Wang, 2021; Het-
tiarachchi et al., 2023; Jafari et al., 2021). In this

context, Hindi and Nepali present an interesting
case study due to their linguistic similarities cou-
pled with significant disparities in NLP resources
(Michailovsky, 2008; Murthy et al., 2022; Beaufils,
2015–2024).

Hindi, with over 600 million speakers, benefits
from comparatively extensive datasets and well-
developed NLP tools (Kamble and Shrivastava,
2023; Desai and Dabhi, 2021; Eberhard et al.,
2024). In contrast, Nepali, spoken by around 30
million people, faces significant challenges due
to the limited availability of resources and tools
(Sharma et al., 2023; Eberhard et al., 2024). Given
the shared linguistic heritage between Hindi and
Nepali, cross-lingual transfer learning between
these two languages could offer a promising av-
enue for improving NER performance in Nepali
by leveraging pre-trained Hindi models and vice
versa.

This research evaluates the effectiveness of pre-
trained multilingual BERT models—RemBERT
(Chung et al., 2021), BERT Multilingual (Devlin
et al., 2019), MuRIL (Khanuja et al., 2021), and
DistilBERT Multilingual (Sanh et al., 2019)—for
cross-lingual transfer learning in NER tasks be-
tween Hindi and Nepali. By fine-tuning these mod-
els on individual language datasets and evaluating
their performance in monolingual and cross-lingual
settings, this research provides insights into the fea-
sibility and potential of transfer learning in low-
resource language contexts. Furthermore, the study
compares the models’ performance in NER tasks
for Hindi and Nepali without cross-lingual transfer
learning.

2 Related Work

Named Entity Recognition is a foundational task
in NLP, focusing on identifying and classifying
named entities within text (Jurafsky and Martin,
2008). NER methodologies have evolved from
traditional rule-based approaches to more sophis-
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ticated machine learning techniques and, recently,
to Large Language Models (LLMs) (Li et al.,
2022; Hu et al., 2024). Among these, models like
BERT have significantly advanced the state of the
art in NER by leveraging contextual embeddings
and transformer-based architectures (Taillé et al.,
2020).

In the context of Hindi NER, research has
spanned both traditional and LLM-based meth-
ods, with resources like HiNER contributing to
notable advancements (Murthy et al., 2022; Desh-
mukh et al., 2024). Although Nepali NER has been
less extensively studied, recent efforts have focused
on applying LLMs to address the language’s low-
resource status, with specialized datasets and algo-
rithms playing a critical role in these developments
(Timilsina et al., 2022; Subedi et al., 2024; Singh
et al., 2019).

Cross-lingual transfer learning has shown signif-
icant promise in enhancing NER performance, par-
ticularly for low-resource languages (Wang, 2021).
Multilingual BERT models, such as mBERT (De-
vlin et al., 2019) and XLM-Roberta (Conneau et al.,
2020), have demonstrated success across various
NLP tasks by enabling the transfer of semantic
properties across languages (Conneau et al., 2020).
To the best of our knowledge, this study is the
first to investigate cross-lingual transfer learning
between Hindi and Nepali, leveraging their linguis-
tic similarities—a relationship that has not been
explored in previous research.

3 Methodology

This section is structured into three primary sub-
sections, each providing a comprehensive under-
standing of the research approach. First, an
overview of the linguistic characteristics of Hindi
and Nepali is provided, emphasizing the similar-
ities and distinctions between the two languages.
Second, the datasets utilized in this study are dis-
cussed, detailing their sources, statistical attributes,
and the preprocessing techniques employed to en-
sure consistency across languages. Lastly, the ex-
perimental setup is described, focusing on fine-
tuning pre-trained multilingual BERT models for
the monolingual and cross-lingual NER task.

3.1 Hindi and Nepali Languages

Hindi and Nepali, both members of the Indo-Aryan
language family, share a common linguistic her-
itage and the Devanagari script, as illustrated in

Figures 2 and 3 (Kopparapu and Lajish, 2014;
Iancu, 2024; Eberhard et al., 2024). Hindi is pre-
dominantly spoken in northern India, while Nepali
serves as the official language of Nepal and is also
spoken in regions of Bhutan and India (Eberhard
et al., 2024). According to a statistical context
analysis, the genetic proximity between Hindi and
Nepali is 19.9, where a value of 0 represents the
closest relationship between languages and 100 the
most dissimilar (Beaufils and Tomin, 2020; Beau-
fils, 2015–2024). The linguistic proximity between
these languages, also illustrated by examples in Fig-
ure 1, underscores their suitability for cross-lingual
transfer learning.

3.2 Datasets

The datasets used in this study include the collapsed
version of the Hindi NER dataset from the HiNER
project (Murthy et al., 2022), and the stemmed
version-2 Nepali NER dataset curated by Singh et
al. (Singh et al., 2019). Both datasets are formatted
according to the CoNLL-2003 standard, categoriz-
ing entities into PERSON, LOCATION, and OR-
GANIZATION, with additional information on Be-
ginning (B), Inside (I), and Outside (O) of named
entities (Tjong Kim Sang and De Meulder, 2003).
Examples of NER-tagged data from both datasets
are provided in Figure 4.

Tables 2 and 3 provide detailed statistics for the
datasets used in the Nepali and Hindi NER tasks,
respectively. The Hindi dataset contains a total of
108,335 sentences, while the Nepali dataset con-
sists of 6,602 sentences. The Nepali dataset is
sentence-wise more than 16 times smaller than
its Hindi counterpart, reflecting the disparity in
resource availability between the two languages.
This imbalance is a critical factor in evaluating the
effectiveness of cross-lingual transfer learning. To
maintain consistency, the NER tags in the Nepali
dataset were aligned with those in the Hindi, as
outlined in Table 1.

3.3 Models

This study leverages multilingual BERT models
pre-trained in both Hindi and Nepali, making them
particularly suitable for cross-lingual transfer learn-
ing in NER tasks.

BERT Multilingual base model (cased) is a
transformer model trained on unlabeled Wikipedia
1 data in 104 languages, retaining letter casing,

1https://www.wikipedia.org/
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Figure 1: Examples of the same sentences in English, Hindi, and Nepali illustrating the linguistic parallels between
Hindi and Nepali, highlighting their shared script and related vocabulary.

Figure 2: Indo-Aryan language tree, illustrating the close linguistic ties between Hindi and Nepali as members of
the same family with shared heritage (Iancu, 2024).

which is crucial for languages where case influ-
ences meaning. It follows the original BERT ar-

chitecture, with 12 transformer layers, 768 hidden
units, and 12 attention heads, making it effective
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Figure 3: Devanagari script, the shared writing system
of Nepali and Hindi (Kopparapu and Lajish, 2014).

Figure 4: NER-tagged examples from the datasets.

for multilingual NLP tasks. (Devlin et al., 2019)
DistilBERT Multilingual (cased), a distilled

version of BERT Multilingual Cased, offers a more
efficient alternative by reducing the number of
transformer layers from 12 to 6 while maintain-
ing the same number of hidden units and attention
heads. Despite being 25% smaller than the Mul-
tilingual BERT model, it achieves 92% of its per-
formance on XNLI (Conneau et al., 2018) while
processing at double the speed. This makes it an
ideal choice for resource-constrained environments.
(Sanh et al., 2019)

RemBERT (Rebalanced multilingual BERT) is
a transformer model trained on large unlabeled
Wikipedia and Common Crawl 2 data in over 110
languages, including Hindi and Nepali. The model
comprises 32 layers with 1152 dimensions and 18
attention heads per layer. It is optimized for multi-
lingual tasks through decoupled input and output
embeddings, offering robust performance across
languages. (Chung et al., 2021)

MuRIL (Multilingual Representations for In-
dian Languages) is a transformer-based model
trained on the Common Crawl OSCAR corpus

2https://commoncrawl.org/

Original Tag Mapped Tag

B-LOC B-LOCATION
B-ORG B-ORGANIZATION
B-PER B-PERSON
I-LOC I-LOCATION
I-ORG I-ORGANIZATION
I-PER I-PERSON
O O

Table 1: Alignment of Nepali NER tags to Hindi.

3, Wikipedia, and PMIndia (Haddow and Kirefu,
2020) data in 17 Indian languages, including Hindi
and Nepali. It incorporates transliterated text dur-
ing training, essential for handling code-switching
prevalent in Indian contexts, making it particularly
suitable for this study. (Khanuja et al., 2021)

4 Experiments

This study first pre-trains and evaluates the models
on a single language dataset for the NER task. It is
followed by fine-tuning and evaluating them on the
second language dataset, as shown in Figure 5.

Initially, a multilingual base model from Hug-
ging Face (Wolf et al., 2020) is pre-trained on
the Hindi language training dataset for NER, and
the model’s performance is evaluated on the test
dataset in the same language using the F1 score
(Powers, 2011) as the evaluation metric, which is
the harmonic mean of precision and recall scores.
The pre-trained model is then fine-tuned on the
Nepali language training dataset, and its perfor-
mance is evaluated on the Nepali test dataset using
the F1 score. The same experiment is repeated
by pre-training and evaluating base models first
on the Nepali training and test dataset, then fine-
tuning and evaluating on the Hindi training and
test dataset, and finally evaluating on the Hindi test
dataset for cross-lingual NER.

These experiments are conducted for all four
mentioned BERT-based models. The hyperparame-
ters used in the experiments are detailed in Table 4.
The source code and implementation of the men-
tioned experiments are available on GitHub4.
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Entity Train Test Validation

B-LOCATION 3275 (70.41%) 916 (19.69%) 460 (9.89%)
B-ORGANIZATION 4103 (70.15%) 1177 (20.12%) 569 (9.73%)
B-PERSON 5252 (70.02%) 1518 (20.24%) 731 (9.75%)
I-LOCATION 371 (72.46%) 86 (16.8%) 55 (10.74%)
I-ORGANIZATION 3994 (70.45%) 1142 (20.14%) 533 (9.4%)
I-PERSON 4292 (69.56%) 1255 (20.34%) 623 (10.1%)
O 112541 (70.17%) 32100 (20.01%) 15747 (9.82%)

Table 2: Number of samples and percentage distribution of entities of the whole Nepali dataset.

Entity Train Test Validation

B-LOCATION 137633 (69.59%) 40072 (20.26%) 20062 (10.14%)
B-ORGANIZATION 18504 (69.83%) 5351 (20.19%) 2644 (9.98%)
B-PERSON 26242 (69.97%) 7495 (19.99%) 3765 (10.04%)
I-LOCATION 16243 (69.81%) 4731 (20.33%) 2292 (9.85%)
I-ORGANIZATION 13231 (69.69%) 3849 (20.27%) 1905 (10.03%)
I-PERSON 19144 (69.87%) 5488 (20.03%) 2768 (10.1%)
O 1313841 (70.0%) 375467 (20.0%) 187600 (10.0%)

Table 3: Number of samples and percentage distribution of entities of the whole Hindi dataset.

Figure 5: Diagram depicting the conducted experiments.

5 Results and Discussion

The results of the experiments are presented in
Table 5.

In monolingual tasks, RemBERT achieved the
highest F1 score for Hindi at 0.937, emphasizing
its strong capability in managing languages with
relatively rich resources. Its deep architecture, cou-
pled with rebalanced training data across 110 lan-
guages, enables it to capture subtle patterns within
Hindi, resulting in better performance. On the other
hand, MuRIL slightly outperformed other models
in the Nepali NER task, achieving an F1 score of

3https://oscar-project.org/
4https://github.com/

DataScienceLab-HGW/
Cross-Lingual-NER-Hindi-Nepali

0.979, thereby demonstrating its effectiveness in
contexts where resources are limited. The design
of MuRIL, which specifically focuses on Indian
languages and incorporates transliterated text to
address code-switching, renders it particularly suit-
able for Nepali. Both BERT Multilingual and Dis-
tilBERT Multilingual displayed competitive per-
formance, with DistilBERT Multilingual achieving
a marginally higher score in Hindi (0.928) com-
pared to Nepali (0.972) despite its smaller and
more efficient architecture. BERT Multilingual,
with F1 scores of 0.922 for Hindi and 0.974 for
Nepali, highlighted its versatility and balanced per-
formance across both languages.

In cross-lingual scenarios, BERT Multilingual
showed the most notable improvements, with F1
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Hyperparameter Value

Learning Rate Optimized using optuna (Akiba et al., 2019), range: 1e−5 to 5e−4

Batch Size 16 for training, 8 for evaluation
Number of Epochs 30 epochs, validation F1 score-based early stopping
Optimizer AdamW
Weight Decay 0.01
Warmup Ratio 0.1
Evaluation Strategy End of each epoch
Save Strategy End of each epoch
Metric for Best Model F1 score

Table 4: Hyperparameters and configurations used in the experiments.

Model Hindi Nepali Hin-Nep Nep-Hin

MuRIL 0.923 0.979 0.973 0.923
BERT Multilingual 0.922 0.974 0.977 0.929
DistilBERT Multilingual 0.928 0.972 0.969 0.921
RemBERT 0.937 0.973 0.968 0.934

Table 5: F1 Scores of the four Multilingual BERT models on Hindi and Nepali datasets, including monolingual and
cross-lingual NER.

scores improving to 0.977 for Hindi-to-Nepali and
0.929 for Nepali-to-Hindi transfers, indicating that
its architecture is well-suited for generalizing lin-
guistic features across languages. While MuRIL
excelled in the monolingual Nepali task, it did not
show improvement in cross-lingual performance,
with F1 scores of 0.973 for Hindi-to-Nepali and
0.923 for Nepali-to-Hindi, suggesting that its de-
sign may be more tailored to specific languages
rather than cross-lingual tasks. DistilBERT Mul-
tilingual experienced a slight decrease in cross-
lingual performance, with F1 scores of 0.969 for
Hindi-to-Nepali and 0.921 for Nepali-to-Hindi, in-
dicating that its reduced size and complexity might
limit its capability in transferring knowledge across
languages. Despite its strong monolingual perfor-
mance in Hindi, RemBERT’s cross-lingual perfor-
mance was marginally lower, with F1 scores of
0.968 for Hindi-to-Nepali and 0.934 for Nepali-to-
Hindi, which suggests that while RemBERT excels
in monolingual contexts, it may be more optimized
for achieving balanced performance across mul-
tiple languages rather than excelling in specific
cross-lingual tasks.

6 Conclusion

This study investigated the effectiveness of cross-
lingual transfer learning for Named Entity Recog-

nition between Hindi and Nepali by employing
several multilingual BERT models, including Rem-
BERT, BERT Multilingual, MuRIL, and Distil-
BERT Multilingual. The results indicated that
while RemBERT and MuRIL excelled in mono-
lingual tasks—RemBERT in Hindi and MuRIL in
Nepali—BERT Multilingual emerged as the most
effective in cross-lingual scenarios, successfully
transferring knowledge between the two languages.
DistilBERT Multilingual, though slightly less effec-
tive in cross-lingual transfer, offered a commend-
able balance between performance and computa-
tional efficiency. These findings emphasize the
critical role of model selection based on the task’s
specific linguistic and resource conditions, suggest-
ing that general-purpose models like BERT Multi-
lingual are particularly well-suited for cross-lingual
applications.

Limitations

This study has several limitations that should be
acknowledged. The reliance on existing datasets,
where Nepali is much smaller than Hindi, may af-
fect the generalizability of the results. The focus
has been on specific pre-trained multilingual BERT
models; hence, other potentially more effective
architectures and cross-lingual transfer methods,
such as self-training or domain adaptation, could
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be explored. Additionally, focusing on the Hindi-
Nepali language pair means the findings may not
apply to other languages, especially those with less
linguistic similarity. Resource constraints also lim-
ited the extent of hyperparameter optimization and
experimentation, which could influence the results.
Finally, while the F1 score was the primary evalua-
tion metric, other metrics paired with a qualitative
analysis of predictions could provide additional in-
sights into model performance, suggesting avenues
for future research.

Ethics Statement

This research adheres to the ACL Ethics Policy,
focusing on enhancing Named Entity Recognition
(NER) for low-resource languages like Hindi and
Nepali through cross-lingual transfer learning. No
personal data was collected, as the data used in
the research was from open-source. We encourage
ongoing ethical evaluation, particularly when de-
ploying NLP technologies in low-resource settings.
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