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Abstract

Recent large language models (LLMs) demon-
strate impressive capabilities in handling long
contexts, some exhibiting near-perfect recall on
synthetic retrieval tasks. However, these eval-
uations have mainly focused on English text
and involved a single target sentence within
lengthy contexts. Our work investigates how
LLM performance generalizes to multilingual
settings with multiple hidden target sentences.
We create a new dataset – mLongRR – to com-
prehensively evaluate several multilingual long-
context LLMs on retrieval and reasoning tasks
across five languages: English, Vietnamese,
Indonesian, Swahili, and Somali. These lan-
guages share the Latin script but belong to dis-
tinct language families and resource levels. Our
analysis reveals a significant performance gap
between languages. The best-performing mod-
els such as Gemini-1.5 and GPT-4o, achieve
around 96% accuracy in English to around 36%
in Somali with a single target sentence. How-
ever, this accuracy drops to 40% in English
and 0% in Somali when dealing with three tar-
get sentences. Our findings highlight the chal-
lenges long-context LLMs face when process-
ing longer contexts, an increase in the number
of target sentences, or languages of lower re-
source levels.

1 Introduction

The ability to model long context sequences span-
ning tens of thousands of tokens is crucial for tasks
such as summarization and question answering
based on long documents such as books and re-
ports, and code generation at the repository level.
Recent advancements in large language models
(LLMs) have focused on improving their capabil-
ities in processing long context information (Dai
et al., 2019; Chen et al., 2023; Ding et al., 2024).

Long-context language models, particularly mul-
tilingual ones, have the potential to enable remark-
able progress in various applications by under-

standing lengthy textual data across different lan-
guages. An example of this potential was recently
demonstrated by the newly introduced Gemini-1.5
Pro model (Reid et al., 2024) which leveraged its
long-context window for in-context learning. By
including a grammar manual in its context win-
dow, the model was able to learn to translate from
English to Kalamang, an extremely low-resource
language with fewer than 200 speakers (Visser,
2020). Such examples highlight the potential of
long-context models in tackling challenging tasks
in low-resource languages, where data scarcity has
traditionally been a barrier.

Current methods for evaluating long-context
LLMs primarily focus on English text. This has led
to a severe lack of insights into their performance
across diverse languages. Evaluating multilingual
performance is crucial, not only for informing the
development of effective models that serve diverse
communities (Lai et al., 2023a; Ahuja et al., 2023),
but also for developing safer models as research
suggests that LLMs tend to generate more unsafe
and irrelevant responses to malicious prompts in
lower-resource languages (Shen et al., 2024). How-
ever, there is a notable lack of multilingual bench-
marks hindering our understanding of how long-
context LLMs perform across different linguistic
contexts.

To address this gap, we present the first compre-
hensive study of long-context LLMs in multilingual
settings leveraging evaluation frameworks relying
on synthetic tasks (Mohtashami and Jaggi, 2023;
Chen et al., 2023; Liu et al., 2024; Kamradt, 2023;
Reid et al., 2024; Anthropic, 2024). Although the
task is partially synthetic, we create a new dataset –
mLongRR1 – consisting of naturally occurring text
and human translated data, making the setup as
close to real-world setting while creating a con-

1The code is available at https://github.com/
PortNLP/mLongRR.
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Language ISO 639-3 Code Resource Level Language Family Script

English eng Level 5 Indo-European Latin
Vietnamese vie Level 4 Austro-Asiatic Latin
Indonesian ind Level 3 Austronesian Latin
Swahili swa Level 2 Niger-Congo Latin
Somali som Level 1 Afro-Asiatic Latin

Table 1: Languages studied and their details.

trolled environment for comparing model perfor-
mance across languages. In addition to retrieval
tasks, we introduce a new reasoning task where the
models not only need to retrieve relevant items but
also compare them with each other. For this, the
models must keep track of these items in a long-
context scenario, allowing us to analyze the models’
reasoning capabilities.

We conduct a systematic evaluation of six differ-
ent LLMs across five languages of varying resource
levels. Our research aims to answer the following
two questions:
(1) How do the long context capabilities of LLMs
compare in retrieval and reasoning tasks in multi-
lingual contexts?
(2) Are there significant performance differences
between LLMs in multilingual contexts?

Some of our key findings are summarized as
follows:

• The performance rapidly declines as we in-
crease the context lengths for all languages.

• The performance also rapidly decreases as we
move from higher-resource to lower-resource
languages.

• Reasoning tasks are more challenging than
retrieval tasks for all languages.

• There is a significant gap between the perfor-
mance of different LLMs.

• Even seemingly simple “needle in the
haystack” evaluation is able to expose limi-
tations in current models when dealing with
multilingual contexts.

We hope that the findings of our study will con-
tribute to a deeper understanding of current long-
context evaluation in multilingual contexts and en-
courage the development of more effective long-
context multilingual models.

2 Related Work

Recent advancements in language models have fo-
cused on improving their ability to recall and rea-
son over fine-grained information from tens of thou-
sands of tokens of context (Achiam et al., 2023; Jin
et al., 2024). Due to shortage of really long-context
benchmarks, evaluation is typically focused on syn-
thetic tasks such as passkey retrieval (Mohtashami
and Jaggi, 2023; Chen et al., 2023; Liu et al., 2024;
Ding et al., 2024; Jin et al., 2024) or needle in a
haystack (Kamradt, 2023; Reid et al., 2024; An-
thropic, 2024) which measure a model’s ability to
accurately recall information from a vast corpus of
data.

Recently, Gemini 1.5 (Reid et al., 2024) and
Claude-3 (Anthropic, 2024) models reported near-
perfect recall on the needle in a haystack task. Prior
work has also studied perplexity but a low perplex-
ity score has shown to not necessarily indicate pro-
ficiency in handling long contexts or reflect the
model’s performance on sequence-level tasks in
real applications (Sun et al., 2021; Pal et al., 2023;
Jin et al., 2024). Furthermore, most of these studies
have been limited to English only texts.

Although some long-context real-world bench-
marks have been recently introduced, they are also
limited to English (An et al., 2024), and while some
bilingual English/Chinese (Bai et al., 2023; Qiu
et al., 2024; Yuan et al., 2024) datasets offer a slight
improvement, due to the effort-intensive nature of
dataset creation, they are limited to a very small
number of languages.

3 Multilingual Needles in a Haystack for
Retrieval and Reasoning Evaluation

3.1 Languages and Models

Languages We selected five languages to study:
English, Vietnamese, Indonesian, Swahili, and So-
mali. These languages span different resource lev-
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els from high to extremely low2 allowing us to gain
insight into how language resource levels affect
models’ ability to work over long context windows.

Furthermore, we deliberately control for script-
related variables as they have been shown to have
a considerable impact on the performance of a
model (Bagheri Nezhad and Agrawal, 2024b). We
study languages that use the Latin script for three
reasons: models perform significantly better on
Latin-script languages than non-Latin languages
(Chau and Smith, 2021; Bang et al., 2023), the
fragmentation rate of Latin script is lower than
other scripts allowing Latin-script languages to be
represented with substantially fewer tokens as com-
pared to languages in other scripts (Ács, 2019; Ahia
et al., 2023) – a disparity that becomes even more
pronounced over long contexts, and, lastly, the frag-
mentation rate of Latin-script languages remains
comparable which is helpful when considering con-
siderably long input texts. Our selection of lan-
guages, shown in Table 1, has the added benefit
of including less-studied languages and language
families3, providing a more comprehensive view
of the latest generation of multilingual capabilities
of long-context LLMs.

Models We consider four proprietary and two
open-source long-context LLMs.

• GPT-4 is a proprietary multilingual LLM
from OpenAI (Achiam et al., 2023) that
has been shown to perform a wide range of
tasks. We used the gpt-4-0125-preview ver-
sion, which is the latest one at the time of our
experiments. It has a context window of 128K
tokens and was trained with the data until Dec
2023. We also study the recently introduced
GPT-4o model.

• Gemini-1.5 is another proprietary LLM withh
a context window of 10M tokens (Reid et al.,
2024). We used the gemini 1.5 pro version
which is built on top of mixture-of-experts
transformer-based architecture.

• Claude-3 is yet another proprietary model re-
leased by Anthropic with a context window of
length 200K (Anthropic, 2024) but is claimed

2The linguistic diversity taxonomy (Joshi et al., 2020) is
used to identify the resource levels.

3Language families were obtained from Ethnologue: Lan-
guages of the World, available at https://www.ethnologue.
com/.

to accept up to 1M tokens. We used claude-3-
sonnet-20240229 variant of the Claude family.

• YaRN-Llama-2-7b (Peng et al., 2024) is
an open-source model that extends Llama 2
model (Touvron et al., 2023) to accept a larger
context window. It is available in different
model sizes with varying context windows.
We selected the 7B model with the maximum
context window of 128K tokens, accessed via
Huggingface4.

• Llama-3-8B is a robust open-source model
(Dubey et al., 2024). We selected the
instruction-tuned version of the model with a
context window of 8k5.

3.2 Retrieval and Reasoning Tasks

Language models with the ability to handle long
context rely heavily on their capacity to retrieve
relevant information from the given text and reason
based on that information to interpret and follow
human instructions effectively. Although synthetic
tasks alone may not provide a comprehensive as-
sessment of a language model’s long-context ca-
pabilities, they offer the advantage of being easily
adaptable to specific scenarios and languages. This
is particularly important given that the most recent
long-context real-world benchmarks are limited to
English (An et al., 2024) or bilingual English/Chi-
nese (Bai et al., 2023; Qiu et al., 2024; Yuan et al.,
2024). Moreover, there is some evidence to suggest
that performance on synthetic retrieval tasks can,
to a certain extent, generalize to real-world datasets
(Qiu et al., 2024). Therefore, carefully designed
synthetic tasks can serve as a valuable tool for eval-
uating a language model’s long-context capabilities
across a diverse range of languages.

The “needle in a haystack” task (Kamradt, 2023),
similarly to the passkey retrieval task (Mohtashami
and Jaggi, 2023; Chen et al., 2023; Liu et al., 2024),
evaluates a model’s ability to extract relevant infor-
mation from lengthy documents. Typically, a target
sentence (the “needle") is inserted into a corpus of
documents (the context or “haystack"), followed
by a question designed to retrieve the fact in the
needle. As the input text grows longer, this task
typically becomes increasingly challenging.

4https://huggingface.co/NousResearch/
Yarn-Llama-2-7b-128k

5https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct
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We can formalize the problem of needles in a
haystack as follows: Given the needle n, a context
(or haystack) c, and a question q, the model is ex-
pected to generate an answer a. Usually, n, q, and
a are short, while c represents a long sequence of
text that can span thousands of tokens. The task
can involve either a single needle n = 1 or multiple
needles n > 1. With one or more needles, we can
create retrieval tasks, whereas with multiple nee-
dles we can construct reasoning tasks that require
the model to draw connections between different
pieces of information.

3.2.1 Retrieving a Needle (n = 1)
In this task, the model’s objective is to locate and
extract information from a single target sentence
hidden somewhere in the haystack. We adopt the
same needle pattern as used in previous studies
(Dhinakaran, 2024; Reid et al., 2024; Anthropic,
2024), which takes the form: “The special magic
{city} number is: {number}”. Here, {city} is ran-
domly chosen from a list of 69 unique cities from
around the world, and {number} is a randomly
generated 7-digit number. The list of cities were
automatically translated and then post-edited into
all the languages.

In English, this yields needle sentences such as
“The special magic Paris number is: 2243738” or
in Indonesian, “Nomor ajaib khusus untuk kota
Sydney adalah 9347172”.

The needle is then placed at different depths
within the context. We experiment with five depth
positions: 0% (near the beginning), around the
25% mark, 50% (in the middle), about 75% of
the way through, and 100% (towards the end of
the context). The needle is placed after the first
complete sentence at each specified depth to ensure
a linguistically meaningful position. Finally, the
model is asked to retrieve some information (e.g.,
the magic number or the city) found in the needle.
It is worth noting that all languages in this study
use the same Hindu-Arabic numeral system.

3.2.2 Reasoning over Multiple Needles (n > 1)
In real-world applications, tasks often require not
just accurate text retrieval but also the ability to
reason with the recalled information. To increase
the challenge, we introduce a setup where multiple
needles are placed within the context, requiring
the model to track and reason about these different
pieces of information.

The needle format remains similar to the one
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Figure 1: Ablation results of comparing Paul Graham’s
essays and news articles serving as haystacks for English
experiments tested using GPT-4 model.

used in retrieval task. We discretize the positions
of the target needles into four intervals: near the
top (0-25%), in the middle (25-50% and 50-75%),
and closer to the end (75-100%) of the context. For
instance, in the 25-50% bucket, the first needle is
placed around the 25% depth and the remaining
needles are randomly placed between somewhere
within the 25-50% depth. We explore two varia-
tions of this task, with n = 2 and n = 3. Finally,
the model is asked to generate a response based
on the information (e.g., the larger or the largest
magic number, or the city with the larger/largest
number) found in the needles.

3.3 Creating mLongRR Dataset

Prior work has extensively relied on Paul Gra-
ham’s essays in English to make up the haystacks
(Kamradt, 2023; Dhinakaran, 2024; Anthropic,
2024). Translating these essays into multiple lan-
guages, however, could potentially introduce trans-
lation errors. Instead, we create a new dataset –
mLongRR – by collecting BBC news articles pub-
lished in the five languages6, inspired by recent
work (Bagheri Nezhad and Agrawal, 2024a). This
approach allows us to work with sufficiently long,
naturally occurring, with the added benefit that this
recently published data is less likely to have been
encountered by the models during training. It is
worth noting that this does not result in a parallel
dataset as the news articles are often specific to
their respective regions.

We assess the impacts of different data for
haystacks by conducting an ablation study using the
GPT-4 model. As shown in Figure 1, we observed

6Our language selection was primarily constrained by the
availability of authentic texts, especially those within the same
script but varying in resource levels.
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no noticeable differences in the model performance
when the haystacks consisted of Paul Graham’s es-
says or news articles in English. To statistically
confirm this observation, we applied McNemar’s
test (McNemar, 1947), which yielded a p-value of
1.0, indicating no significant difference between
the two datasets.

The haystacks in mLongRR were created by draw-
ing on sufficient numbers of articles to fill up the
target context window length. There are enough
articles in each language to provide non-repeating
text for all window lengths. Thus, for example, the
first half of the 8K haystack is the same as the 4K
haystack, but its second half is composed of differ-
ent articles. An example of an English haystack
of 8K tokens with the needle “The special magic
Doha number is 9121372." located at 50% depth is
shown below:

Star dunes - or pyramid dunes - are
named after their distinctive...
[continues to about 4K tokens]
The special magic Doha number is
9121372.
In our dark laboratory, we see light
from these sand grains...
[context continues until 8K tokens]

3.4 Prompts
In our initial run of experiments, we explored two
existing prompt templates used in previous work:

• prompt 1 (Kamradt, 2023; Dhinakaran, 2024;
Anthropic, 2024), and

• prompt 2 (Reid et al., 2024).
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Figure 2: Ablation results of comparing two different
prompts.

As shown in Figure 2, prompt 1 performed better
in most of the models, so we decided to continue
with it for the rest of the experiments. The prompt
for the n = 1 retrieval task is as follows:

You are a helpful AI bot that answers
questions for a user. Keep your response
short and direct. The following is a
set of context and a question that will
relate to the context.
#CONTEXT
{context}
#ENDCONTEXT

#QUESTION
What is the special magic number? Don't
give information outside the document or
repeat your findings. If the information
is not available in the context respond
UNANSWERABLE.

For the reasoning with multiple needles task,
the prompt format remains largely similar except
the question. Recall that each needle has two ran-
dom variables: the number and the city. Therefore,
we explore two possible reasoning questions, one
about the larger number, and the other about the
city with the larger number.

• For reasoning about numbers, the question
is either “What is the larger magic number?”
when n = 2, or “What is the largest magic
number?” when n > 2.

• For reasoning over cities, the question is either
“Which city has the larger magic number?”
when n = 2, or “Which city has the largest
magic number?” when n > 2.

Although the articles in mLongRR are already in
the native languages, we hired four professional
human translators from the freelancing website
fiverr.com to translate the needles, city names,
and prompts from English into Vietnamese, Indone-
sian, Swahili, and Somali. In our preliminary ex-
periments with the GPT-4 model, we experimented
with English and language-specific prompts, and
found that English prompts worked better than
language-specific prompts, in line with previous
studies (Etxaniz et al., 2024; Bareiß et al., 2024;
Lai et al., 2023b), for three of four non-English
languages (with the exception of Swahili). As a
result, the remaining experiments were conducted
using English prompts.

3.5 Experiments
We conducted experiments on six models: GPT-4,
Gemini-1.5, Claude-3, Yarn-7b, Llama 3, and GPT-
4o. The context lengths varied from 2k, 8k, 16k,
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Figure 3: Radar plots showing the performance of six language models (GPT-4, Gemini-1.5, Claude-3, Yarn-7b,
Llama-3, GPT-4o) across five languages (English, Vietnamese, Indonesian, Swahili, Somali) in retrieval and
reasoning tasks involving one, two, and three target sentences (“needles”). The three plots represent different task
complexities: single needle retrieval (n = 1, left plot), two needle reasoning (n = 2, center plot), and three needle
reasoning (n = 3, right plot).

32k, to 64k tokens, and the needles were placed
at different depths/positions: 0%, 25%, 50%, 75%,
and 100%. For the retrieval task, we experiment
with one needle (n = 1), whereas for the reasoning
tasks, we investigate setups of needles n = 2, and
n = 3. To enhance the robustness of our evalua-
tion, we used a diverse corpus of recently published
news articles and a combination of random cities
and random numbers resulting in a vast number
of possible needle variations. Furthermore, we
conducted multiple runs for a subset of our experi-
ments and consistently observed a variance close
to 0 across these runs. Each model was evaluated
using its default configuration, and the maximum
output token size was set to 50.

3.6 Evaluation

The responses generated by the models were used
to calculate the accuracy. For both the retrieval
and reasoning tasks, the models generated a short,
straightforward text containing the 7-digit number
(for number-based reasoning) (Dhinakaran, 2024)
or the city name (for city-based reasoning). For ex-
ample, a typical output looked like this: "3210496"
or "The larger magic number is 8134445".
We extracted the number/city and compared it to
the ground truth to check whether the model’s re-
sponse was correct or not. For languages other than
English, the models occasionally responded with
the city name in English or the target language and
both were acceptable.

4 Results and Discussion

This section presents our results of four main ex-
periments: (1) performance of different models, (2)
performance with respect to varying needle depths
and haystack lengths, (3) performance across five
different languages, and (4) reasoning over magic
numbers and world cities. For the first three ex-
periments, we analyze the models’ responses when
asked to retrieve and reason about the magic num-
ber. In the last experiment, we compare the models’
performance when asked about the magic number
or the city.

4.1 Performance of different models across
languages and tasks

Figure 3 presents the radar plots summarizing the
the average accuracy of each model for all tasks
and languages.

Across the languages evaluated, English gener-
ally demonstrates strong performance across all
models and tasks, particularly in the simpler re-
trieval task (n = 1), likely due to the extensive
amount of English data available for model train-
ing. Vietnamese also performs relatively well, espe-
cially in the more complex reasoning tasks (n = 2
and n = 3), which may be attributed to effective
tokenization (more discussion in section 4.3). In
contrast, performance drops significantly for In-
donesian, Swahili, and Somali, particularly as task
complexity increases. While this decline is not
surprising and highlights the ongoing challenge in
multilingual NLP models trained predominantly on
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Figure 4: Heatmap visualizations with varying depths on the y-axis and context lengths on the x-axis, showing
average model performance over all the languages for both retrieval (top panel) and reasoning tasks (middle and
bottom panels). The color gradient from white to dark green represents accuracy levels, with darker green indicating
higher accuracy.

high-resource languages tending to perform well
in those languages but faltering in low-resource
languages, the extent of the decline remains note-
worthy.

Gemini-1.5 and GPT-4o exhibit strong perfor-
mance across all tasks and languages, maintaining
the most balanced results overall, particularly in En-
glish and Vietnamese. However, their performance
declines in more complex tasks for low-resource
languages like Swahili and Somali. In contrast,
other models display more variability, with certain
strengths in specific languages but generally lower
performance in reasoning tasks, particularly when
multiple needles are involved.

As task complexity increases (from n = 1 to
n = 3), extending from retrieval to reasoning, all
models experience a performance drop, particu-
larly in low-resource languages. This indicates
that while models can handle simple retrieval tasks
reasonably well, they struggle significantly with
reasoning tasks that require understanding and pro-
cessing long contexts in less-resourced languages.

4.2 Performance across varying needle depths
and haystack lengths

Figure 4 presents a detailed heatmap analysis of
each model’s performance with varying context

lengths and needle depths. For all models, perfor-
mance is better in shorter contexts, or when the
needle is either near the top or the bottom of the
context, suggesting that the “lost in the middle”
phenomenon which was previously observed in
English settings (Liu et al., 2024) extends to multi-
lingual contexts as well.

The heatmaps clearly show that longer context
lengths and greater depths negatively impact ac-
curacy. This suggests that current LLM architec-
tures struggle to use relevant information effec-
tively when processing large amounts of data or
when reasoning requires multiple steps. As the task
complexity increases (from retrieval to 3-needle
reasoning), model performance declines across the
board. This decline is particularly pronounced in
models like Yarn-7b and Llama-3, which fail to
handle the increased cognitive load of deeper rea-
soning tasks with longer contexts. Gemini-1.5 is
the most resilient model across all tasks, maintain-
ing relatively high accuracy even in complex sce-
narios. However, its performance also suffers as
depth and context length increase, highlighting the
challenges of scaling reasoning abilities in LLMs.

4.3 Performance across different languages

The results presented in Figure 5 provide a fine-
grained analysis of language-specific performance.
English consistently performs well across tasks,
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Figure 5: Language-specific heatmap visualizations with varying depths on the y-axis and context lengths on the
x-axis, averaged over all the models, when n = 1, n = 2, and n = 3.

GPT-4 Gemini-1.5 Claude-3 YaRN-7b Llama-3 GPT-4o

English 1.13 1.15 1.15 1.32 1.13 1.11
Vietnamese 2.08 1.20 2.89 2.75 1.27 1.29
Indonesian 1.92 1.40 2.33 2.48 1.91 1.55
Swahili 2.23 1.85 2.36 2.48 2.21 1.68
Somali 2.37 2.09 2.47 2.70 2.36 1.79

Average 1.94 1.53 2.24 2.34 1.77 1.48

Table 2: Tokenization rate for each language using different model tokenizers.

with near 100% accuracy in simpler tasks but de-
clining with increased complexity, particularly at
greater depths and longer contexts. Vietnamese
also maintains high accuracy, though it declines
similarly with complexity. Indonesian starts rea-
sonably well but drops significantly in more com-
plex scenarios. Swahili shows weaker overall
performance, struggling with all tasks, especially
complex ones. Somali performs the poorest, of-
ten reaching zero accuracy as task complexity in-
creases, highlighting challenges in handling this
low-resource language. In short, performance
degrades progressively as we move from high-
resource languages to low-resource languages. The
detailed results of each model and language are
included in Appendix A.

The strong performance of English and, to a

lesser extent, Vietnamese, reflects the availability
of ample training data in these languages. However,
access to the exact language distributions of train-
ing data are not readily available for most models,
including open-source model like Llama-3.

4.4 Impact of tokenization

We further analyze the tokenization rate, also
known as fertility rate, which is the average num-
ber of tokens generated per word for the different
languages. The results are presented in Table 2. Un-
surprisingly, English consistently shows the lowest
tokenization rates across all models. Vietnamese
has varying rates, with Gemini-1.5 being the most
efficient, while Claude-3 and YaRN-7b tokenize
more heavily. Indonesian exhibits moderate rates
with some variability across models. Swahili and

223



0.00

0.25

0.50

0.75

1.00

eng vie ind swa som

2−Number
2−City
3−Number
3−City

Figure 6: Comparing reasoning over magic numbers and random cities, when n = 2 and n = 3 (results obtained
using Gemini-1.5).

Somali, the two lowest resource level languages in
our study, generally have higher tokenization rates,
suggesting these are more challenging for models
to process effectively.

We can make two interesting observations: (i)
the performance of LLMs is influenced by the
way the models tokenized text across languages,
with lower fragmentation leading to improved per-
formance, and (ii) the models with overall lower
fragmentation scores, such as Gemini-1.5 followed
by GPT-4o, achieved better results across all lan-
guages and tasks.

4.5 Reasoning about magic numbers and
world cities

Lastly, we compare the performance of the models
in reasoning tasks with 2 and 3 needles for two
types of question prompts: identifying the larg-
er/largest magic number (e.g., 4281932) or the city
with the larger/largest magic number (e.g., Doha).
From the results presented in Figure 6, we ob-
serve that the models yield generally better per-
formance in the “number” tasks compared to the
“city” tasks implying that they may be more adept at
handling numerical reasoning than reasoning over
geographic entities, however, this trend is reversed
for Swahili and Somali.

5 Conclusion

We introduce a new dataset designed to study long-
context retrieval and reasoning tasks across mul-
tiple languages. By evaluating six LLMs on their
ability to process text in five languages with vary-
ing resource levels, using naturally occurring text
and a needle-in-a-haystack paradigm with different
numbers of needles, we discovered key insights.
Notably, we observed a significant decline in per-
formance, particularly when dealing with longer

contexts, an increased number of needles, or lower
resource levels. Even seemingly simple synthetic
tasks like needle-in-a-haystack revealed substan-
tial performance disparities. Our findings high-
light the need to develop not only more effective
long-context models but also improved tokeniza-
tion schemes for the effective processing of low-
resource languages.

Limitations

While our current focus has been on languages that
use Latin script, we are eager to expand our hori-
zons and explore the diversity of languages from
other scripts in the future. Furthermore, our inves-
tigation was restricted to three needles. It would
be interesting to explore whether addition of more
needles continues to increase the task complexity.

Ethics Statement

We did not implement any filtering of the haystack
data, it is possible that there are inherent biases
towards certain groups within the dataset. The im-
pact of such biases on our findings remains unclear
and fall outside the scope of this study. For an-
notation in Vietnamese, Indonesian, Swahili, and
Somali, we hired translators and paid USD 15 to
each translator as the short translation tasks took
less than one hour each.
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A Detailed model and language-specific
results

Figures 7, 8, 9, 10 and 11 show detailed results of
the five models: GPT-4, Gemini-1.5, and Claude-3,
Llama 3, and GPT-4o.
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Figure 7: GPT-4
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Figure 8: Gemini-1.5
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Figure 9: Claude-3
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Figure 10: Llama 3
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Figure 11: GPT-4o
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