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Abstract

Most languages could be ambiguous, which
means the same conveyed text or speech, re-
sults in different actions by different readers or
listeners. In this project, we propose a method
to detect the ambiguity of a sentence using
translation by multilingual LLMs. In particular,
we hypothesize that a good machine translator
should preserve the ambiguity of sentences in
all target languages. Therefore, we investigate
whether ambiguity is encoded in the hidden rep-
resentation of a translation model or, instead,
if only a single meaning is encoded. In our
experiments, we have been able to predict the
ambiguity of sentences with high accuracy us-
ing machine translation without direct use of
semantics and only based on the reconstruction
error of a function that maps the forward and
backward translation hidden representations to
each other. The potential applications of the
proposed approach span i) detecting ambiguous
sentences, ii) fine-tuning existing multilingual
LLMs to preserve ambiguous information, and
iii) developing AI systems that can generate
ambiguity-free languages when needed.

1 Introduction

Language ambiguity is defined as the potential
of different actions as a response to a single text
by different people, based on their interpretations
(Ceccato et al., 2004). This definition aligns with
the semantic, syntactic, pragmatic tests along with
identity tests defined in (Zwicky and Sadock, 1975)
to identify ambiguous sentences.

Several research studies have been focusing on
the ambiguity of language. For a comprehensive
review on resolving ambiguities in NLP, refer to
(Yadav et al., 2021). (Wang, 2011) have studied
lexical and syntactic ambiguity in the Korean lan-
guage. They proposed adding new words as a solu-
tion for lexical and syntactic ambiguities. (Ceccato
et al., 2004) proposed a prototype for an ambiguity

Ambiguous Disambiguation
“Give me the bat!”
(Lexical)

“Give me the baton!”

“The professor said
on Monday he would
give an exam" (Syn-
tactic)

“The professor said
that on coming Mon-
day he would give an
exam"

“Jane saw the man
with a telescope” (Se-
mantic)

“Jane saw the man by
using a telescope”

“I like you too!”
(Pragmatic)

“I like you too like
others do!”

“The prof said she
would give us all
A’s.” (Vagueness)

“The prof said the
TA would give us all
A’s.”

“Proposal” to “voors-
tel” and “aanzoek”
(Translational)

“Research proposal”

Table 1: Various types of language ambiguity (Yadav
et al., 2021) and their disambiguated versions.

identification tool. They defined sentence ambigu-
ity of a sentence, as a function of number of senses
of each word in that sentence. Furthermore, Yadav
et al. (2021) have proposed a comprehensive tax-
onomy of different types of language ambiguities.

In many languages including English, sentences
do not always correspond to a unique set of possible
behaviors and actions by different readers/listeners,
which as we define, leads to language ambiguity.
Table 1 lists different types of language ambiguities
based on (Yadav et al., 2021), including examples
and their disambiguated versions.

Language ambiguity brings up misunderstand-
ings and conflicts in real-world interactions such
as political, commercial, and cultural interactions
(Bowe et al. (2014), Bachmann-Medick (1996)).
This misunderstanding can lead to either wasting
of huge amount of time in negotiation between the
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parties for conflict resolution or even in the worst
case results in conflicting actions (Kimmel (2006)).
By using the powerful tools in NLU and NLP using
language models, it could be possible to solve these
issues.

The main research questions being investigated
in this project are:

Question 1: Do state-of-the-art Transformer-
based MT models properly encode whether
a sentence in the source language is (non-)
ambiguous?

Question 2: Are both semantic validity and ambi-
guity preserved by the translation of these models,
when the sentence is translated into a target lan-
guage, and then translated back?

Question 3: Can we predict the ambiguity of a
sentence by translating it into another language
looking at the learned hidden representations?

The main contribution of this work is proposing
a solution that detects ambiguous sentences in dif-
ferent typos, without direct use of semantics. Fur-
thermore, through our experiments, we conclude
that ambiguity of the sentences are preserved in
the hidden representation of the multilingual LLM
translation model.

2 Related work

Before explaining the proposed approach, we re-
view the related literature, consisting of ambiguity
in NLP, ambiguity in machine translation, and an
overview of multilingual LLMs.

2.1 Ambiguity in machine translation
Language ambiguity is a key aspect explored in
machine translation (Baker et al. (1994), Jaspaert
(1984)).

With the goal of disambiguation in translation,
in Baker et al. (1994), the authors propose a source
language analyzer component in their machine
translation system that incorporates a controlled
lexicon, a controlled grammar, and a semantic do-
main model.

One of the key points in dealing with ambigu-
ity in translation is choosing the representation of
the ambiguous sentence. The way we represent
the sentence, directly influences the method we
propose to detect ambiguity and/or disambiguate
the sentence. Emele and Dorna (1998) suggest us-
ing a form of hierarchical recursive representation

similar to a syntactic tree, to preserve the ambigui-
ties between source and target language. In cases
where the target language cannot preserve the am-
biguity, the authors propose local disambiguation
by asking the human user to specify the correct in-
tention of the source sentence. In Boguslavsky et al.
(2005), the authors propose a rule-based machine
translation system that use a morphological struc-
ture and dependency tree structure to interactively
disambiguate sentences.

Apart from syntactic structures, lexical represen-
tation of sentences is also crucial in disambiguation.
In Sammer et al. (2006), the authors propose using
human assistance in lexical ambiguity resolution
in machine translation. They develop a system
composed of a controlled language lexicon com-
posed of words, word senses, their translations,
and a short, intuitive gloss or set of clue words
to help the user select the correct word sense dur-
ing interaction with the machine translation system.
Měchura (2022) investigates gender, number, and
formality ambiguities in translation. In these cases,
according to the paper, the machine translator ei-
ther decided on a random or statistically biased
translation which requires to ask the human the
right questions to disambiguate the text manually.

Unlike Baker et al. (1994), our method is not
rule-based and hard-coded which results in a more
flexible ambiguity detection method. Also, con-
trary to Sammer et al. (2006), we do not require a
predefined lexicon for detecting ambiguous words.
Unlike Emele and Dorna (1998) and Boguslavsky
et al. (2005),our approach however represents the
sentences in forms of vector representations in the
LLM but still do not directly rely on these repre-
sentations in detecting ambiguity.

In this project, we do not provide direct solutions
for disambiguation. As of future work, similar to
Měchura (2022), our method can be considered
as a human-assisted machine translation (HAMT)
solution defined in Alzeebaree (2020) which the
user is asked to disambiguate detected ambiguous
sentences in the input text. Also, the machine trans-
lation model we use is trained based on the inter-
lingua approach.

2.2 Ambiguity in the Era of LLMs
Language ambiguity, as a subset of semantic under-
specification (Egg, 2010) which is introduced as
the possibility for a linguistic signal to convey only
part of the information needed for communication
to succeed ((Hada et al., 2023)).

311



Liu et al. (2023) have proposed a benchmark
for evaluating pre-trained language models to rec-
ognize ambiguity and disentangle possible mean-
ings. They capture the ambiguity of the sentences
through their entailment relations with other sen-
tences. They have covered different ambiguity
types including pragmatic, lexical, syntactic, sco-
pal, coreference, figurative, and other ambiguities.
Based on their benchmark, they realized that disam-
biguation of sentences using state-of-the-art LLMs
is still very challenging.

More recently, in Wildenburg et al. (2024), the
authors use perplexity measures to identify under-
specified sentences from the pairs in their proposed
DUST dataset. Based on Egg (2010), they define
four types of underspecified sentences.

In (Pezzelle, 2023) the author has investigated
how multi-modal models deal with semantic under-
specification and how communicative approaches
would provide solutions to this type of task. In
Hutchinson et al. (2022), the authors also investi-
gated semantic underspecification in text used to
generate images. They studied a taxonomy of the
family of multi-modal tasks and provided a list of
risks and concerns regarding ambiguity in multi-
modal text and image tasks.

Our work builds on this previous research inves-
tigating how LLMs deal with ambiguity. However,
we make a step further, and consider how ambigu-
ity is represented by current models across various
languages. To the best of our knowledge, ours is
the first work studying ambiguity in multilingual
LLMs.

2.3 Multilingual Large Language Models
With the advent of Transformer-based language
models, multilingual models have been proposed.
These models are trained with data from many
languages and can perform machine translation
among many other NLP tasks with higher perfor-
mance, compared to traditional approaches (Liu
et al. (2024), Liao et al. (2024)).

As multilingual LLMs are trained on data from
multiple languages, the mechanism of how these
models perform certain tasks has been recently
studied. Knowing the internal mechanism could
provide us insight into the ambiguity encoded in
the representation of the hidden layers of the LLM.

Choenni et al. (2023) have studied how individ-
ual languages in multilingual LLMs benefit from
each other as in cross-lingual sharing at the data
level. They found that multilingual LLMs rely on

data from multiple languages during fine-tuning
which can be useful in real-world translation mod-
els. Furthermore, in Zhang et al. (2023), the au-
thors studied how knowledge transfer happens in
multilingual LLMs during translation while lim-
ited multilingual training data leads to advanced
multilingual capabilities. According to their find-
ing, LLMs struggle to provide accurate results in
translation-variant tasks. Liu et al. (2024) have
studied the connections of multilingual activation
patterns in LLMs at the level of language families.
Similar to Tang et al. (2024), they have discov-
ered (non-)language-specific neurons in the LLMs
which capture meanings, regardless of specific tar-
get language.

Finally, Zhao et al. (2024) have studied the rep-
resentation of multilingual LLMs across the layers
of the model and realized that the first layers under-
stand the questions by converting the multilingual
input to English, the intermediate layers perform
problem-solving, mainly in English, and in the last
layers, the models generate the response according
to the original language. Knowing the outcome
of their results in finding the responsibility of dif-
ferent layers of multilingual LLMs could help us
choose the representation of the right layer for our
experiments.

In Qi et al. (2023), the authors study the cross-
lingual consistency of factual knowledge and pro-
pose a metric to evaluate knowledge consistency
across languages independently from accuracy.
Tanwar et al. (2023) study cross-lingual in-context
learning.

Finally, Zhu et al. (2023), (Zhu et al., 2024) and
Gao et al. (2024) have studied multilingual ma-
chine translation in LLMs. Through their approach,
they where able to improve zero-shot translation
performance by learning language-agnostic repre-
sentations in the multilingual LLMs.

3 Proposed method

In this project, we aim at testing how language
ambiguity is represented in multilingual LLMs.
We propose language translation as an action per-
formed by LLM agents. Accordingly, we propose
a four-step approach in detecting language ambigu-
ity, as illustrated in figure 1:

1. Translation: Translate the input text from
the source language into the target languages
using a multilingual LLM. Then extract the
hidden representation from the LLM.
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Figure 1: Proposed approach in language ambiguity de-
tection using LLM translation consisting of four steps:
1) translating the text into the target languages, 2) trans-
lating back the new texts into the source language, 3)
comparing the pairwise representations, 4) computing
the overall measure of ambiguity.

2. Back-translation: Translate back the output
texts of the first step from the target language
into the source language using the same LLM.
Then extract the hidden representation of the
state of the LLM as a vector.

3. Mapping function: Compute a function that
maps the two representations above. Note
that due to the both complexity of the LLM
and also various types of information stored
in the representations such as semantics, syn-
tax, language information, etc., we do not ex-
pect an identity function to be able to map the
representations, even in case of unambiguous
sentences.

4. Ambiguity evaluation: Compute an overall
measure of ambiguity based on the properties
of the mapping function. We hypothesize that
the mapping function learns high-level feature
encoding how ambiguous a sentence is, inde-
pendently of its meaning. Therefore, we can
use features of this mapping function to quan-
tify how much ambiguity was preserved in the
translation and back-translation.

Considering n different meanings for input text
tA and m different interpretations of the output text
tB , in the worst case we would have n×m different
translation meaning pairs, which complicates the
problem of ambiguity in translation. As it has been
noted in section 4.3, the translation process by itself
can be a source of ambiguity.

The LLM works as a function f(.) defined in

equation (1):

r 7→ f(t, ls, lt) (1)

where t is the input text, ls is the source language, lt
is the target language, and r is the vector represen-
tation of the hidden state of the LLM. By applying
the translation function f(.) in steps 1 and 2 listed
above, the representation vectors can be found as
in equation (2):

rA = f(tA, l1, l2)

rB = f(tB, l2, l1)
(2)

where tA is the input text and tB is the generated
output text from the translation using the LLM in
step 1.

The hidden representation r consists of a dis-
tributed representation of multiple factors, not
only including the semantics (Bau (2022), Zhang
(2024)) and it is not easy to simply disentangle
these factors and manually extract the representa-
tion of the input text t from the representation r.
Also as the representation r contains factors such
as the information about the source and target lan-
guage, the translation task, etc., we can not directly
compare the two representations rA and rB to de-
tect ambiguity in the text. Therefore we propose a
different approach in detecting ambiguity.

In the first step, we define a function g(.) that
maps the two representations to each other as illus-
trated in equation (3):

rB = g(rA) (3)

where rA and rB are the representations found
from equation (2) and g(.) is the mapping func-
tion.

To find the function g(.), we learn a simple auto-
encoder with a single hidden layer of size sH , input
size of sA and output size of sB . Note that as the
translation in steps 1 and 2 are both performed
using the same LLM, we have sA = sB .

The auto-encoder maps the input translation rep-
resentation rA to the output translation represen-
tation rB . The error of the network implementing
g(.) is defined as the normalized mean squared
error (NMSE) of the elements of the two repre-
sentations rA and rB (the actual equations can be
found in the Appendix A).

We define the function c(.) as complexity of the
function g(.) as follows:
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c(g) = sH/sA (4)

where sH and sA are the sizes (number of neurons)
in the hidden layer H and input rA of the neural
network implementing the g(.) function.

By learning function g(.), for each text tA in the
input dataset, we can evaluate the translation error
e(.) for each setting of the network complexity c(.)
with different hidden layer sizes. Figure 2 reports
the error of the function against its complexity.

The main idea for using an auto-encoder is based
on the assumption that: (1) We expect the auto-
encoder will behave differently for ambiguous vs
unambiguous sentences; (2) in particular, we con-
jecture that model size and the target language will
affect differently the model when dealing with am-
biguous vs unambiguous sentences.

We propose using a simple neural network model
to predict ambiguity using the data points in the
elbow chart in figure 2 as input in a supervised
manner.

3.1 Experiments

The Dataset of semantically Underspecified Sen-
tences by Type (DUST)1 contains a balanced num-
ber of ambiguous and unambiguous English sen-
tences. We use a multi-language translation model
such as Facebook M2M1002 (Fan et al., 2020) to
translate each sentence from English to other pos-
sible languages and translate them back to English.
The model is trained on any pairs of 100 languages
in a supervised manner with 15.4B parameters has
resulted a high performance compared to English-
Centric approaches. The pairs of sentences are
selected from different sources mentioned in (Fan
et al., 2020). The scope of the paper is to study
ambiguity detection in LLM translation for the first
time, therefore we chose one model not necessarily
the state-of-the-art. Therefore, future work should
indeed compare various models. We consider Ger-
man, Greek, Persian, Spanish, French, Hindi, Ital-
ian, Korean, Dutch, Russian, Turkish, Croatian,
Romanian and Chinese as our target languages. Af-
ter translation, we extract the hidden states of the
LLM for the two translation steps as defined in
equation (5):

TA = {tjA}, RA = {rjA}, RB = {rjB} (5)

1https://github.com/frank-wildenburg/DUST
2https://huggingface.co/facebook/m2m100_418M

After learning the network for the function g(.),
we feed all the rA’s to the network and capture the
outputs r′B’s. Using equations (4) and (6), we find
the complexity and error for each sample and each
network size. Figure 2 shows the elbow for the
mapping functions of an ambiguous sentence and
its unambiguous version.

For classification, we used either a neural net-
work or a logistic regression model. Further details
about the classification experiments are explained
in section 4.2.

3.1.1 Qualitative Analysis
As an analysis of the experiment before, for the
misclassified samples, the two authors of the pa-
per, who are proficient in two languages (Farsi and
Italian) out of the set reported above, verified if the
corresponding sentence in the target language is
(A) semantically valid and (B) (non-)ambiguous.
Semantic validity is verified by asking the human
user whether the sentence is correctly translated,
and ambiguity is verified by asking whether the
translated sentence is (still) ambiguous or not.

3.2 Evaluation

We translate ambiguous and unambiguous English
sentences to the languages listed above and inves-
tigate whether the meaning has changed through
analysis of the hidden states of the multilingual
LLMs.

Based on our evaluation protocol, if we obtain
high accuracy in predicting the ambiguity of am-
biguous sentences, we can conclude that the model
is able to properly encode ambiguity in its hidden
representations (research question 1). Furthermore,
the high accuracy shows that predicting ambigu-
ity using multilingual LLM translation models is
possible (research question 3).

Human error analysis will help us shed light on
the research question 2.

4 Results

In this section, we provide the results of our exper-
iments.

4.1 Discriminability

In the first step of our analysis, we examined the
discriminability of reconstruction error of the best
auto-encoder per each language in predicting ambi-
guity of the sentences. Figure 5 illustrates the distri-
bution of reconstruction error along languages for
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(a) "Andrei picked up the chair or the bag and the telescope"
(ambiguous)

(b) "Andrei picked up the chair, or both the bag and the tele-
scope" (unambiguous)

Figure 2: Illustration of the mapping function for an ambiguous sentence and its unambiguous version.

Language t-test p-value
German -0.341 0.33

Greek 0.510 0.610
Persian -1.95 0.051
Spanish -0.087 0.931
French -1.072 0.285
Hindi 1.828 0.069

Italian -0.821 0.413
Korean 1.864 0.063
Dutch -2.253 0.025

Russian -0.905 0.366
Turkish -1.557 0.121

Croatian -1.034 0.452
Romanian -1.594 0.112

Chinese -3.307 0.001

Table 2: T-test statistics indicating discriminability of
reconstruction error of best auto-encoder for ambiguity.
We test significance at pvalue < 0.05.

each class. To evaluate the discriminability, we per-
formed t-test statistics by verifying pseudo-normal
distribution of data. The detailed results are listed
in table 2.

Based on the t-test results, we can conclude that
mean reconstruction errors for separate target lan-
guages are not informative enough to discriminate
ambiguous and unambiguous sentences, except for
a limited number of languages.

4.2 Classification

To determine the most informative variables for
classification, we performed several experiments,
each including a different setting composed of the

options listed in Appendix B.
Table 3 shows the results of classification in all

experiment settings. The detailed analysis of the
findings for these experiments is provided in sec-
tion 5.

4.3 Source of Ambiguity

After classifying the data, we investigated the
source of misclassification using annotation for the
Italian and Persian languages. Accordingly, we
found both machine translation and also the incapa-
bility of the target language itself in preserving the
ambiguity, as the sources of misclassification. We
only performed a preliminary and arguably limited
annotation, but in future work we chould recruit
many more participants and conduct a much larger-
scale human analysis. Figure 3 illustrates these
results.

From the misclassified sentences (examples
shown in table 6), considering two target languages
(Italian and Persian) we found the following out-
comes:

• Ambiguity was lost in 44.68% of the Italian
and 51.02% of the Persian target sentences
(out of misclassified ambiguous sentences).

• From the misclassified sentences that the am-
biguity was lost, in the Italian target language,
85.71% of the loss was because of the transla-
tion model and the sentence could be written
in an ambiguous sense by a native human.
However, none of the loss of ambiguity was
because of the translation in the Persian target
language and the native Persian human was

315



Input Input variable Output Model Accuracy F-Measure
Persian Differences Amb. Vs unamb. LR 57.81% 0.578
Best AE Values Amb. Vs unamb. LR 66.67% 0.667

Along languages Differences Amb. Vs unamb. LR 85.87% 0.859
Whole Differences Amb. Type LR 92.83% 0.928
Whole Differences Amb. Vs unamb. LR 88.19% 0.882

Best AE Values Amb. Vs unamb. NN 73.21% 0.732
Whole Values Amb. Vs unamb. NN 81.99% 0.820
Whole Values Amb. Type NN 78.26% -
Whole Differences Amb. Type NN 93.04% 0.925
Whole Differences Amb. Vs unamb. NN 94.94% 0.949

Table 3: Classification results for different settings. For classifying ambiguous vs unambiguous sentences the chance
level accuracy is 50.0% and for ambiguity type it is 36.58%

Figure 3: Misclassified samples distribution - format:
source-target(problem): amb: ambiguous, unamb: un-
ambiguous, tran: source of misclassification is wrong
machine translation, lang: source of misclassification is
target language incapability in transferring ambiguity.

also unable to translate the ambiguity into the
target language due to the innate difference
between English and Persian languages.

• From the unambiguous misclassified sen-
tences, in 7.69% of the cases, ambiguity
was introduced in Italian translation, none of
which was because of wrong translation by
the machine, but because of the innate dif-
ference between the target language and En-
glish. This percentage increases in Persian
to 26.67% of the unambiguous misclassified
sentences which was similarly due to the in-
nate difference in languages and not because
of machine translation.

• We can conclude that 68.49% of the misclas-
sified sentences in total were correctly trans-
lated in terms of ambiguity in Italian while
58.23% in Persian, from which 78.26% (for

Italian) and 0.0% (for Persian) was because
of a machine translation problem.

5 Discussion

Based on the results of our classification experi-
ments shown in table 3, we achieved the following
findings:

1. Single language translation is not informative
enough in predicting ambiguity. By moving
from one language (Persian) to all languages,
we achieved 85.87% accuracy (from 57.81%).
This could be due to the effect of adding more
informative input features (information about
other language translations) to the classifica-
tion algorithm.

2. Single best auto-encoder is not informative
enough in predicting ambiguity. The accuracy
has changed from 66.67% to 88.19% by intro-
ducing more auto-encoder models even with
lower complexities. Adding more features
about the gradual change over the complexity
of the auto-encoder model could explain this
phenomenon.

3. Adding reconstruction error differences be-
tween languages improves accuracy. By
adding this information we achieved 88.19%
accuracy compared to 85.87%. Accordingly,
adding more features about the properties of
the mapping function mesh improved the ac-
curacy.

4. Reconstruction error differences is more infor-
mative than their values. These phenomena
can be observed from the results by improv-
ing from 81.99% to 94.94% accuracy. We
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can conclude that the shape of the mapping
function is informative not the position of it.
However, we would expect that a nonlinear
complex classifier would also be able to pick
this feature.

5. A simple linear model can perform relatively
close to a complex neural network model. The
accuracy of the complex model was 94.94%
compared to 88.19% for the linear model.
Learning more complex and nonlinear fea-
tures actually helped the classification.

6. Predicting more detailed classes improves
the accuracy in linear models. For the lin-
ear model, the accuracy have changed from
88.19% (F-measure 0.820) to 92.83% (F-
measure 0.928) by changing to multi-class
classification. It can be explained by classify-
ing more detailed regions in the misclassified
regions. For more details on the distribution
of the classes along the main two principle
components, refer to figure 6. For the neu-
ral network however, the classification result
decreased from 94.94% to 93.04% by mov-
ing to multi-class classification. Compared to
the increase of accuracy in the linear model,
we can explain that the neural networks have
been already able to learn the nonlinear bound-
aries in the input space and already got a high
accuracy in two-class classification.

Moving back to our initial research questions,
based on the results in table 3, we can claim that it
is possible to predict sentence ambiguity using ma-
chine translation. However, we can not claim that
the semantic validity and ambiguity is preserved
by translation for all target languages and it highly
depends on the language. Finally, we conclude that
the ambiguity of the sentence is actually encoded in
the hidden representation of the LLMs, as the am-
biguity is predictable from these representations.

The main contribution of the project is predicting
ambiguity of the sentences, without direct use of
semantics. As explained in section 3 this feature is
achieved by classifying the ambiguity based on the
shape of the mapping function. As a consequence,
the algorithm does not require extensive training
data to cover the whole semantic. Furthermore, the
approach is potentially much more generalizable
to unseen sentences with unseen semantics. Also,
the model would be robust to changes to the input
distribution as it is independent of the semantics.

6 Future work

One future direction method is to investigate in
more details the source of misclassification for all
fourteen target languages other than Italian and
Persian. Other than that, detecting the source of
ambiguity in sentences in terms of words could be
an interesting direction. Furthermore, extending
the method to different source languages other than
English could also be considered as future work.

One of the potential applications of an ambiguity
detection method could be in automatic translation
of critical documents e.g. legal, political, commer-
cial, where the user is asked to clarify the ambi-
guity of the source language manually, to prevent
misunderstanding and potential conflicts.

Fine-tuning existing multilingual large language
models to preserve ambiguity in sentences could
be another potential application of the proposed
method.

Finally, the trained classifier model can poten-
tially be used as a partial loss function for design-
ing and optimizing ambiguity-free AI-generated
human languages investigated at Synaptosearch3.
In order to do so, for each input sentence gener-
ated by the AI, the ambiguity is measured using the
model and the gradient with respect to the input is
calculated and used to optimize the loss function
term related to ambiguity.

Ambiguity can be considered of a strength of the
language in cases such as providing efficient means
of communication or when it is used as amphi-
bology in literature. However, in critical political,
commercial and cultural cases and social media,
unintended ambiguity results in misunderstandings
and conflicts. The outcome of the misunderstand-
ing could lead to spending a lot of time in nego-
tiation to elaborate the meaning, or in worse case
conflicting actions.

One major organization that can benefit from
the proposed research is the United Nations
(UN) where different countries with different lan-
guages interact with each other. Considering au-
tomatic translation in such organizations where
a speech/text is translated into many languages,
detecting and informing the potential ambiguities
to both the speaker/writer and the listener/reader,
would prevent potential misunderstandings, tedious
negotiations, and conflicting actions between the
nations and parties in the long term (Bowe et al.
(2014), Kimmel (2006)).

3https://synaptosearch.com/
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A Normalized mean squared error

The network error is computed using Normalized
mean squared error defined in equation (6):

e(rA, rB) =
1

sA

sA∑

i=0

(riA − riB)
2

rArB

rA =
1

sA

sA∑

i=0

riA

rB =
1

sB

sB∑

i=0

riB

(6)

where riX is the i’th element of representation rX
and sX is the size (number of neurons) of rX .

B Experiment settings

The experiment settings consisted of several op-
tions defined in table 4.

Setting Options

Input type

- Single language across all
auto-encoder models
- All languages only for the
best auto-encoder
- Only relations across lan-
guages
- Whole mapping functions

Input variable
- Reconstruction error
- Reconstruction error dif-
ference

Output
- Ambiguous vs Unambigu-
ous
- Ambiguity type

Model
- Logistic regression
- Neural network

Cross-validation - 10-fold

Table 4: Experiment settings for ambiguity classifica-
tion

C Additional figures

Considering several possibilities of translating
(un)ambiguous sentences, we summarize 6 states
that can be found in table 5 and figure 4.

According to figure 4, for unambiguous sen-
tences, state sU0 is desirable and for ambiguous
source sentences, for all target languages, either of
the states sA0 or sA2 is desirable. In other words,
if a sentence is ambiguous, it should be either am-
biguous in all target languages, or none of them.
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(a) State sA0 (b) State sU0

(c) State sA1 (d) State sU1

(e) State sA2 (f) State sU2

Figure 4: Possible states of the 2-step translation approach proposed in the project. White circles indicate certain
meanings associated to an ambiguous sentence. Black circles indicate a biased meaning from possible meanings of
an ambiguous sentence. Rectangles indicate the internal hidden states of a translation step. Triangles and squares
indicate incorrect translations. For detailed description about the possible states refer to table 5.

Figure 5: Discriminability of reconstruction error along language for the best auto-encoder. Languages other than
Dutch and Chinese are not significantly separable according to the p-value in table 2.
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Table 5: Possible states of the 2-step translation approach proposed in the project.
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Input Text Input
ambiguity

Target
language Back translation

Back-
translation
ambiguity

Error
state

Andrei and Danny
moved the yellow
bag and chair

Amb. Persian Andrew and Danny
transferred the yel-
low bag and the
chair.

Unamb. sA2

Andrei and Danny
held the green chair
and bag

Amb. Italian Andrei and Danny
have the green chair
and the bag.

Unamb. sA2

Andrei looked at
Danny moving a
yellow bag

Amb. Persian Andrew looked at
Danny that the yel-
low bag was rolling
around.

Wrong sA1

Andrei held the bag,
and either the tele-
scope or the chair

Unamb. Persian Andrei kept the bag,
or a telescope or a
chair.

Wrong sU1

Andrei picked up the
chair, or both the bag
and the telescope

Unamb. Italian Andrei took the chair,
either the bag or the
telescope.

Wrong sU1

Danny moved the
telescope that was on
the bag

Unamb. Persian He moved the tele-
scope on the bag.

Amb. sU2

Danny left the chair
while holding a
green bag

Unamb. Italian Danny left the chair
holding a green bag

Amb. sU2

Table 6: Example of possible error states in translation and back translation.
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Figure 6: Data distribution over two main principle
components
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