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Abstract
In the growing domain of natural language processing, low-resourced languages like Northern Kurdish remain
largely unexplored due to the lack of resources needed to be part of this growth. In particular, the tasks of
part-of-speech tagging and tokenization for Northern Kurdish are still insufficiently addressed. In this study, we aim
to bridge this gap by evaluating a range of statistical, neural, and fine-tuned-based models specifically tailored for
Northern Kurdish. Leveraging limited but valuable datasets, including the Universal Dependency Kurmanji treebank
and a novel manually annotated and tokenized gold-standard dataset consisting of 136 sentences (2, 937 tokens).
We evaluate several POS tagging models and report that the fine-tuned transformer-based model outperforms
others, achieving an accuracy of 0.87 and a macro-averaged F1 score of 0.77. Data and models are publicly
available under an open license at https://github.com/peshmerge/northern-kurdish-pos-tagging
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1. Introduction

Automatic part-of-speech (POS) tagging or gram-
matical tagging is the process of assigning POS
tags to each word/token in a given text. POS tag-
ging is essentially a disambiguation task because
words naturally are ambiguous and can have more
than one correct tag depending on the context
and their position in the sentence. POS tagging
serves many purposes in natural language pro-
cessing (NLP) applications, and it is traditionally
considered a building block for other tasks such
as named entity recognition (Ma and Liu, 2021),
information extraction (Luan et al., 2017), spelling
correction (Nagata et al., 2018), text classification
(Pranckevičius and Marcinkevičius, 2016), natural
language generation (Li et al., 2019), and machine
translation (Hlaing et al., 2022).

Just as part-of-speech tagging serves as a pre-
cursor for tasks like syntactic parsing, tokenization
is a crucial task in NLP and a prerequisite for POS
tagging. Tokenization is segmenting the input text
into smaller, distinct units termed tokens. These
tokens can encompass compound words, single
words, sub-words, symbols, or other significant el-
ements. At its most fundamental level, tokeniza-
tion separates tokens using whitespace as a de-
limiter (Mitkov, 2022, p. 549).

Unlike high-resourced languages (HRLs) like
English and French, for which POS tagging and to-
kenization have been extensively addressed, low-
resourced languages (LRLs) like Kurdish lack suf-
ficient tools and resources (Ahmadi, 2020a). Al-
though Northern Kurdish is included in Universal
Dependencies (UD) (Nivre et al., 2020) (using the
‘Kurmanji’ label since version 2.1) based on Gökır-
mak and Tyers (2017)’s treebank, hence serving
as a benchmark, achieving high-accuracy POS
tagging for LRLs may require a greater empha-

sis on linguistic insights as observed in other lan-
guages (Manning, 2011). Our literature review in-
dicates that there is room for effective and open-
source contributions to Kurdish POS tagging.

In this paper, we report on the progress we have
made in addressing the task of POS tagging for
Northern Kurdish. More specifically, we revisit
the UD Kurmanji treebank (Gökırmak and Tyers,
2017) by reannotating tokens that belong to spe-
cific word classes and introducing a different anno-
tation scheme with more fine-grained linguistic fea-
tures of Northern Kurdish. Secondly, we create a
manually tokenized and annotated gold-standard
dataset for Northern Kurdish with a total of 136
sentences and 2, 937 tokens. To that end, we de-
ploy an annotation scheme different from that of
UD Kurmanji that aims for a more fine-grained rep-
resentation of linguistic features of Northern Kur-
dish, notably noun phrases containing Izafe (also
spelled Ezafe) acting as a relativizer and linker.
Thirdly, we evaluate the effect of different POS
techniques along with the annotation schemes. Fi-
nally, we implement different POS tagging models
and introduce a state-of-the-art transformer-based
POS tagger for Northern Kurdish.

The rest of the paper is organized as follows.
In section 2, we provide an overview of the Kur-
dish language and its dialects, focusing on North-
ern Kurdish. Section 3 presents a comprehensive
review of related work and state-of-the-art studies
on POS tagging for LRLs in general, with a spe-
cific focus on Northern Kurdish. We then detail
the annotation schemes for the training and test-
ing datasets in section 4. In section 5, we discuss
the process of collecting and annotating testing
data, as well as augmenting the training data. Ad-
ditionally, we provide a detailed explanation of the
tokenization and POS tagging methods. Subse-

https://github.com/peshmerge/northern-kurdish-pos-tagging
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quently, section 6 presents our evaluation results,
accompanied by an in-depth analysis. Finally, our
conclusions are presented in section 7.

2. Kurdish Language

The Kurdish language belongs to the Northwest-
ern Iranic branch within the Indo-European lan-
guages family, spoken by more than 30 million
people. The Kurdish language (ISO 639-3 code
kur) is divided into many dialects (with correspond-
ing ISO 639-3 languages codes): Northern Kur-
dish or Kurmanji (kmr), Central Kurdish or Sorani
(ckb), Southern Kurdish (sdh), and Laki (ldk) and is
closely related to Zaza-Gorani languages (Ahmadi
et al., 2019). Northern Kurdish is widely spoken in
Syria and Turkey but also in the Kurdistan Region
of Iraq, Iran, Armenia and among the Kurdish di-
aspora. It is written using Kurdified Latin-based
and Arabic-based scripts. The Latin-based script
is widely known as the Hawar alphabet introduced
by Jeladet Ali Bedirkhan in 1932.

Northern Kurdish has a subject–object–verb
word order and specifies grammatical gender (fem-
inine and masculine). The noun in its abso-
lute state and without any suffixes represents the
generic and definite senses of the noun, and it
marks four cases, namely nominative, oblique,
Izafe, and vocative. In addition, it has a split-
ergative alignment in the past tense with transitive
verbs. Furthermore, the passive voice (conjugated
in all persons, moods, and tenses) is constructed
using the verb hatin ‘to come’ and dan ‘to give’ plus
the infinitive.

Both the oblique and the Izafe case (construct
case) are essential in Northern Kurdish for indi-
cating the roles of the nouns and the pronouns
in a sentence. Nouns, proper nouns, personal
pronouns, and demonstrative adjectives, in both
cases, undergo a form change as in “komput-
era min” (my computer) where ‘a’ is an Izafe link-
ing ‘komputera’ (computer) to ‘min’ (my). They
are either completely altered, or the case mark-
ers are added to the end of the noun and proper
nouns. Those markers, shown in Table 1, are un-
stressed markers that reveal the gender and num-
ber of nouns. In this study, our introduced annota-
tion scheme, discussed in Section 5.1, particularly
revolves around addressing and segmenting the
oblique and Izafe case markers in our datasets.

Nonetheless, Izafe case markers differ from
oblique case markers in the fact that they can also
appear as separate particles serving the same
purpose within definite nouns; this phenomenon
is referred to as construct extender (Thackston,
2006) because it allows extending the Izafe case
by adding adjectives or nouns to the first Izafe
case.

OBLIQUE IZAFE
Definite Indefinite Definite Indefinite

SG. F. -ê -ekê -a -eke/-eka
SG. M. -î -ekî -ê -ekî
PL -an -inan -ên -ine

Table 1: Case markers based on the number, gen-
der, and definiteness of the noun in Northern Kur-
dish. If the noun ends in a vowel, the case markers
will be preceded by a -y.

3. Related Work

The task of POS tagging has been addressed us-
ing various methods. Rule-based techniques (Brill,
1992; Karlsson, 1990) were the first methods ap-
plied. Decision Trees have also been employed
for the task (Schmid, 1994). Furthermore, hidden
Markov models (HMMs) and conditional random
fields (CRFs) have been widely used and proved to
be effective for this task (Schmid and Laws, 2008;
Pradhan and Yajnik, 2023; Yousif, 2019; Stratos
et al., 2016; Silfverberg et al., 2014).

Additionally, deep learning based approaches
like recurrent neural networks and (Bi)LSTMs have
shown to be powerful in capturing temporal de-
pendencies when performing POS tagging (Wang
et al., 2015; Qi et al., 2020; Horsmann and Zesch,
2017). Those are often combined with other
techniques such as convolutional neural networks,
HMMs, and CRFs (Shao et al., 2017; Plank et al.,
2016; Ma and Hovy, 2016; Maimaiti et al., 2017).

In recent years, the rise of transformer-based
architectures introduced by Vaswani et al. (2017)
has led to the development of large language
models (LLMs) such as GPT2 (Radford et al.,
2019), BERT (Kenton and Toutanova, 2019) and
RoBERTa (Liu et al., 2019). These models have
greatly influenced NLP in various fields. However,
despite being trained on multiple languages, they
don’t always perform better than single-language
models, especially in less-resourced languages,
for tasks like POS tagging (Conneau et al., 2020).
Nonetheless, they can adapt and improve their per-
formance when fine-tuned (Maimaiti et al., 2021).

For Kurdish, Walther et al. (2010) presents the
first dedicated work on POS tagging for Northern
Kurdish, where a morphological lexicon (KurLex)
and a POS tagger were created. The authors re-
port an 85.7% precision, however on a small an-
notated corpus of 13 sentences. Although Gökır-
mak and Tyers (2017)’s treebank for Northern Kur-
dish is available on UD and has been used in vari-
ous consecutive studies in multilingual training se-
tups as in Qi et al., 2020 (BiLSTM) and Nguyen
et al., 2021 (transformer-based fine-tuning) inter
alia, there is still no tool or fine-grained dataset in-
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dicating the existing gap in the literature (Ahmadi,
2020a).

4. Annotation Schemes

4.1. UD Kurmanji Scheme
The UD Kurmanji treebank (Gökırmak and Tyers,
2017) is a treebank for Northern Kurdish that con-
tains morpho-syntactic information such as POS
tags and some morphological features. The data
in the treebank is drawn from fiction and ency-
clopedic data in roughly equal measure. It con-
sists of the Kurdish translation of The Adventure
of the Speckled Band story and sentences from
the Northern Kurdish Wikipedia. UD Kurmanji con-
tains 10, 189 tokens and has been annotated fol-
lowing the UD annotation scheme (Nivre et al.,
2020), meaning it does not allow multi-word ex-
pressions, and it instructs to undone contractions.
In addition, the case markers, shown in Table 1,
within nouns are not segmented. Moreover, the
construct extenders in the treebank are tagged as
ADP. For example, the noun phrase ‘Beşa Felse-
feyê’ (department of philosophy) is tagged as NOUN
and NOUN, respectively, while having Izafe and
oblique case markers in both nouns.

4.2. Our Scheme
We propose a different, fine-grained annotation
scheme taking into account all case and indefi-
nite noun markers. In addition, we address multi-
word prepositions such as ‘lê’ (from, analogous to
au/aux in French), adverbs, and compound verbs
and tag them as single tokens. It is worth mention-
ing that the UD annotation scheme (Nivre et al.,
2020) serves as a basis for our scheme.

Case Markers and Determiners One of the
main differences between our scheme and the UD
Kurmanji scheme is how we segment the nouns
and their attached indefinite, oblique, and Izafe
case markers. We use the POS tags from the
UD tagset (Petrov et al., 2012). While we use
DET for indefinite and oblique case makers, we
introduce a new POS tag named IZAFE for the
Izafe case markers. For example, the noun phrase
Beşa Felsefeyê (department of philosophy) is split
into four tokens Beş, a, Felsefe yê and respectively
tagged as NOUN, IZAFE, NOUN and DET.

Multi-word Expressions In UD Kurmanji, the
tag X is assigned to nouns that are part of the
compound verbs; in our case, we tag those nouns
either as a NOUN or all together with the verbs
they belong to as a multiword expression VERB.
For instance, in UD Kurmanji, the compound verb

‘pêşkêş dikin’ (presenting) is split into two tokens:
pêşkêş and dikin and tagged X and VERB, respec-
tively. Within our annotation scheme, we tag it as
VERB.

Regarding compound prepositions, we annotate
the compound preposition ‘li ser’ (on/upon) as ADP,
while in UD Kurmanji, it is separated into two to-
kens ‘li’ (in/at) and ‘ser’ (onto) where both are
tagged as ADP. In addition, compound adverbs
such as ‘bi tenê’ (only) are also separated into two
tokens ‘bi’ (with) and ‘tenê’ (alone), both are anno-
tated as ADP. However, we treat it as a multi-word
token, and we annotate it as ADV.

Moreover, the verb to be in Northern Kurdish
‘bûn’ (to be) is always annotated as AUX in UD Kur-
manji treebank, while we tag it as a VERB unless
it appears as a light verb. In addition, the particles
-ê and dê are used for forming the future tense in
Northern Kurdish and are tagged as AUX in UD Kur-
manji. However, we tag those particles as PART
because they are not auxiliary verbs.

Furthermore, the tokens ‘jî ’ (also/too) and ‘her’
(every) are annotated as PART and either as DET
or ADV in the UD Kurmanji, respectively. We anno-
tate the former as ADV and the latter as PRON.

5. Methodology

5.1. Data Collection and Annotation
We collect 136 (2, 937 tokens) sentences written
in Northern Kurdish from multiple news websites.
The first 100 sentences are taken from the unan-
notated Pewan corpus (Esmaili et al., 2013). The
remaining 36 sentences are taken from three Kur-
dish news websites, mainly Kurdistan241, Xwe-
bûn2, and Hawar News3. We annotated those sen-
tences according to our annotation scheme intro-
duced in section 4.2. We call this collection the
”gold-standard dataset”, and we use it as a test
set to evaluate our POS tagging models. Figure 1
demonstrate the statistics of this dataset.

Similar to the UD Kurmanji treebank, for each
given sentence in our gold-standard dataset, we
provide: 1) the raw (untokenized) sentence where
tokens are delimited by whitespaces and the case
markers are not split-off, and 2) a list of tokens with
corresponding POS tags where the case markers
are segmented and annotated.
The availability of the untokenized sentence, along
with the list of the tokens, enables us to evaluate
various tokenization methods. The untokenized
sentence can be fed to any tokenizer, and its out-
put can be compared against the list of tokens we
already have, which we consider as gold tokens.

1https://www.kurdistan24.net/kmr
2https://xwebun1.org
3https://hawarnews.com/kr
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Figure 1: Number of tokens per POS tags in our
gold-standard dataset

5.2. Data Augmentation
We augment the UD Kurmanji treebank by split-
ting the case and indefinite markers from the to-
kens they are attached to. Thus introducing new
tokens. For example, we split ‘hevalekî ’ (a male
friend) into three separate tokens, each with its cor-
responding POS tag: heval as NOUN, ek (indefinite
noun marker) as DET, and finally î as IZAFE. In ad-
dition, we re-tag independent Izafe markers (con-
struct extender) as IZAFE instead of ADP. Finally,
we reverse the splitting of the contracted preposi-
tions (jê, lê, pê, tê) in the treebank.

Our approach for augmenting the UD Kurmanji
treebank bears a close resemblance to the re-
search described by (Seddah et al., 2023). The
authors made significant steps in addressing tok-
enization issues to ensure consistency in the NAra-
bizi treebank annotations (Farah et al., 2020), the
user-generated content variety of Arabic Algerian,
which is known for its frequent usage of code-
switching. For instance, they carefully segmented
specific classes of words, such as determiners in
noun phrases.

As a result of this augmentation step, the num-
ber of tokens increased in the treebank (12, 233 to-
kens). We refer to this augmented version as UD
Kurmanji augmented, while we refer to the version
with its initial annotation scheme as UD Kurmanji
original.

5.3. Tokenization
In addition to the KLPT tokenizer, Ahmadi,
2020b provided multiple neural tokenization mod-
els trained (unsupervised) on Northern Kurdish
raw corpora. We use three of those models: Un-
igram (Kudo, 2018), Byte-Pair Encoding (BPE)
(Sennrich et al., 2016), and wordPiece (Schuster
and Nakajima, 2012) tokenizers.

Moreover, we use the NLTK tokenizer and a
manual tokenization method. The manual tok-
enization, as the name suggests, is the process of
manually tokenizing any given text. This method
is mostly performed in pairs with the task of manu-
ally annotating tokens with the corresponding POS
tags. Despite being very time-consuming, it is con-
sidered to have the best outcome because it is
done by humans with good linguistic knowledge of
the language. Therefore, the manually tokenized
text can be considered the ground truth that can
be used for evaluating other automatic tokeniza-
tion methods.

5.4. POS Tagging
The task of POS tagging can be seen as a multi-
class classification task where a model is trained
on annotated data to enable it to classify each
token in any given sequence of tokens. There
are multiple approaches to tackle the task of POS
tagging. Generally, those approaches can be
grouped into four categories: rule-based, statis-
tical, neural-based, and transformer-based fine-
tuned (Jurafsky and Martin, 2009; Kanakaraddi
and Nandyal, 2018).

Except for the work of Walther et al., 2010, there
has been no dedicated work for the task of POS
tagging for Northern Kurdish. Therefore, we pro-
pose seven supervised POS tagging models. The
goal is to cover POS methods as much as possible
to establish a baseline method and to examine the
effectiveness of those methods. Those methods
will be explained in the following subsections.

It is worth mentioning that we train all POS tag-
ging models independently, once on the UD Kur-
manji original and once on the UD Kurmanji aug-
mented. We take this approach because we want
to assess the impact of the annotation scheme on
the models’ performance. Hence, the labels (aug-
mented) and (original) within the models’ names
indicate the dataset used for training the model, ei-
ther UD Kurmanji augmented or UD Kurmanji orig-
inal.

5.4.1. Statistical-based Models

Our first model is a Unigram model from the NLTK
Python package (Bird et al., 2009). This model as-
signs tags based on word frequency observed dur-
ing training. It uses conditional frequency distribu-
tions to calculate the most likely tag for each given
token. The model may encounter unfamiliar words
in linguistically resource-limited settings like ours
(out-of-vocabulary). Therefore, we specify the de-
fault POS tag as NOUN when it fails to determine
a POS tag for a token. This is a common practice
when establishing a baseline, and it is motivated
by Bird et al. (2009).
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In addition, we create HMM (Huang et al., 2001)
and CRF (based on CRFsuite library (Okazaki,
2007)) models using the implementation available
in the NLTK Python package.
Finally, we create an ExtraTrees POS model using
the implementation from Scikit-learn (Pedregosa
et al., 2011).

5.4.2. Neural-based Models

Our first neural-based model is the Averaged Per-
ceptron POS tagging model, similar to the Extra
Trees model, which has the notion of feature engi-
neering. However, here we do not define our own
set of features, we use the standard features set
defined by the NLTK Python package since we use
their implementation4.

In addition, we use the Flair Python package (Ak-
bik et al., 2019) to create a BiLSTM model using
a configurable BiLSTM architecture as originally
proposed by Huang et al. (2015). For this model,
we use pre-trained sub-word fastText embeddings
(Grave et al., 2018) specifically pre-trained on
Northern Kurdish data. FastText enables us to gen-
erate embeddings from character-level n-grams,
thereby being better at capturing morphological nu-
ances.

5.4.3. Transformer-based Fine-tuned Models

In contrast to the previous models, where each
model was trained from scratch for our task,
we fine-tune the pretrained multilingual XLM-
RoBERTa model (Conneau et al., 2020) on the
UD Kurmanji original and UD Kurmanji augmented.
We utilize the ’base’ version of XLM-RoBERTa
because of its lower computational requirements,
making it easier to fine-tune. The fine-tuning
is performed using Trankit (Nguyen et al., 2021),
which offers a relatively fast and straightforward
approach for fine-tuning LLMs like XLM-RoBERTa,
thanks to the utilization of Adapters (Pfeiffer et al.,
2020). We refer to the fine-tuned POS model as
Northern Kurdish XLM-RoBERTa (NK-XLMR).

6. Experiments

6.1. Tokenization Performance
We distinguish between two types of tokenization
evaluation: 1) intrinsic evaluation and 2) extrinsic
evaluation.
Within the intrinsic evaluation, we want to evalu-
ate the quality of the tokenization system in isola-
tion from the later stages, POS tagging in our case.

4This implementation is based on Matthew Hon-
nibal’s implementation: https://explosion.ai/
blog/part-of-speech-pos-tagger-in-python

The intrinsic evaluation directly measures the tok-
enization system’s capabilities by comparing it to
similar systems. We follow the same approach of
(Ahmadi, 2020b) by performing tokenization eval-
uation using the Bilingual Evaluation Understudy
Score (BLEU).

Table 2 shows the BLEU scores of the tokeniza-
tion methods we used in this study using the gold-
standard dataset as testing data. We see that the
BLEU scores for the KLPT tokenizer are the high-
est, outperforming other tokenizers by a great mar-
gin. In contrast to other tokenizers, the KLPT tok-
enizer is characterized by its extensive knowledge
of Northern Kurdish, enabling it to correctly recog-
nize case markers and handle multi-word expres-
sions like compound verbs and compound prepo-
sitions.

Tokenizer BLEU-1 BLEU-2 BLEU-3 BLEU-4
KLPT 0.73 0.65 0.59 0.53

unigram 0.54 0.44 0.36 0.29

NLTK 0.50 0.41 0.33 0.25

BPE 0.50 0.39 0.31 0.24

wordPiece 0.45 0.36 0.28 0.21

Table 2: BLEU scores for all tokenization methods
on the gold-standard dataset.

Within the extrinsic evaluation, we evaluate the
tokenization system by measuring its impact on
our whole NLP pipeline. In our case, the tokeniza-
tion system’s quality greatly affects the POS tag-
ger’s performance. Therefore, the tokenization
correctness can also be determined by examining
the F1 and accuracy scores of the POS tagger pre-
sented in section 6.2.

6.2. POS Tagging Performance
We present the evaluation results (accuracy and
macro-averaged F1 score) of all POS tagging mod-
els. In order to make the comparison clearer, we
divide the results based on the used training data
(UD Kurmanji original and augmented). While ta-
ble 4 provides a detailed comparison of all mod-
els trained on the UD Kurmanji augmented, table 3
demonstrates the results of the same POS model
but trained on UD Kurmanji original.

By comparing the results in both tables and re-
gardless of the tokenization method, we observe
a performance increase among the models. This
increase is the highest within the manual tokeniza-
tion method and the lowest within the wordPiece to-
kenization method. This confirms the importance
and the impact of the data augmentation we did
on the UD Kurmanji original treebank for the task
of POS tagging. In addition, it stipulates the impact
the performance of the tokenization method has on

https://explosion.ai/blog/part-of-speech-pos-tagger-in-python
https://explosion.ai/blog/part-of-speech-pos-tagger-in-python


75

Model / Tokenizer
manual KLPT NLTK unigram BPE wordPiece

F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc
Baseline (Unigram) 0.4 0.51 0.35 0.41 0.37 0.32 0.36 0.34 0.36 0.32 0.34 0.31

HMM 0.37 0.46 0.33 0.36 0.35 0.32 0.34 0.33 0.34 0.32 0.34 0.31

ExtraTrees 0.41 0.52 0.37 0.42 0.38 0.33 0.37 0.34 0.38 0.33 0.34 0.32

AveragedPerceptron 0.44 0.54 0.37 0.42 0.40 0.36 0.38 0.37 0.39 0.35 0.36 0.33

BiLSTM 0.42 0.51 0.40 0.41 0.45 0.35 0.43 0.36 0.44 0.34 0.42 0.33

CRF 0.46 0.54 0.41 0.44 0.42 0.36 0.40 0.37 0.40 0.35 0.35 0.33

NK-XLMR 0.57 0.62 0.46 0.47 0.47 0.38 0.45 0.39 0.45 0.37 0.40 0.35

Table 3: The macro-averaged F1 scores and accuracy (Acc) of the POS tagging models trained on the
UD Kurmanji original and evaluated on our gold-standard dataset.

Model / Tokenizer
manual KLPT unigram NLTK BPE wordPiece

F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc
Baseline (Unigram) 0.59 0.73 0.47 0.52 0.41 0.37 0.4 0.32 0.4 0.33 0.37 0.33

HMM 0.62 0.77 0.48 0.53 0.4 0.37 0.41 0.33 0.4 0.34 0.38 0.33

ExtraTrees 0.61 0.79 0.49 0.56 0.43 0.4 0.41 0.36 0.41 0.36 0.37 0.34

AveragedPerceptron 0.68 0.83 0.57 0.57 0.47 0.41 0.49 0.37 0.45 0.37 0.40 0.35

BiLSTM 0.72 0.83 0.52 0.57 0.45 0.40 0.43 0.36 0.43 0.37 0.41 0.34

CRF 0.74 0.84 0.55 0.59 0.48 0.42 0.48 0.39 0.46 0.38 0.42 0.35

NK-XLMR 0.77 0.87 0.56 0.59 0.49 0.43 0.51 0.39 0.47 0.39 0.44 0.36

Table 4: The macro-averaged F1 scores and accuracy (Acc) of the POS tagging models, trained on the
UD Kurmanji augmented and evaluated on our gold-standard dataset.

POS tagging for Northern Kurdish. While this per-
formance increase is in part due to the different an-
notation scheme, which is explained in section 4.2,
the introduction of this richer scheme improved the
performance of the POS models on specific POS
tags other than IZAFE and DET. A detailed analy-
sis of this improvement is reported in section 6.3.

Further observation reveals that within the con-
text of the training on UD Kurmanji augmented,
both the BiLSTM and AveragedPerceptron mod-
els exhibit identical accuracy scores, although their
macro-averaged F1 scores diverge slightly but re-
main comparable. Conversely, when utilizing the
UD Kurmanji original, a similar trend of identical ac-
curacy emerges between the AveragedPerceptron
and the CRF models. Additionally, it is notable that
the HMM model falls behind, even when compared
to the baseline.

Moreover, the NK-XLMR model is our best
model as it outperforms all other models. This was
an expected performance, and it is in line with our
finding in section 3 where we showed how LLMs
achieve state-of-the-art results for multiple NLP
tasks, including POS tagging.

However, comparing the scores of NK-XLMR
and CRF models in Table 4, we observe very
close performance between the two. The differ-

ence is very small, 0.03 for the macro-averaged
F1 and the accuracy scores. This is a notable
result, especially with regard to the computational
resources required for fine-tuning XLM-RoBERTa
and for training the CRF model from scratch for the
task of POS tagging. Based on our experiments in
this study, fine-tuning XLM-RoBERTa for POS tag-
ging took notably longer than training the CRF for
the same task.

6.3. Analysis
The presented results in the Tables 4 and 3 un-
ambiguously demonstrate two trends in our results.
First, training the POS models on the UD Kurmanji
augmented undeniably results in higher accuracy
and F1 scores when compared with the outcomes
of POS models trained on the UD Kurmanji orig-
inal. Second, the performance of POS models
tends to decline as we transition away from the
manual tokenization method. The further we move,
the less knowledge of the linguistic characteristics
of Northern Kurdish the tokenizers have. To fur-
ther analyze this, we present two confusion matri-
ces in Figures 3a and 3b demonstrating the per-
formance of the NK-XLMR(augmented) and NK-
XLMR(original).
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Figure 2: Outputs of the CRF and NK-XLMR compared to the gold annotations for a sentence from the
gold-standard dataset (Translation: ‘Leyla Qasim wanted to make the Kurdish voice heard in the world.’)
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Figure 3: Confusion matrices of NK-XLMR (augmented) and NK-XLMR (original) models. Although
both models exhibit inadequacy in handling the PART and ADV tags, NOUN and PROPN benefit from data
augmentation.

The UD Kurmanji augmented is characterized
by the enhancements we have introduced and dis-
cussed in detail in section 5.2. The data augmen-
tation affected tokens from the following POS tags:
NOUN, PROPN, DET, and ADP, which are important
elements in the Izafe and oblique cases in North-
ern Kurdish.

By comparing the confusion matrices, we ob-
serve that NOUN and PROPN benefit the most from
the data augmentation, demonstrating 0.05 and
0.06 accuracy improvement, respectively, and the
ADP and VERB to a lesser extent. In addition, we
see that the tags DET and IZAFE enjoy huge im-
provement when trained on the UD Kurmanji aug-

mented. However, we cannot consider it reliable
since the IZAFE tag was not present in the UD
Kurmanji original.

Nevertheless, it is evident that the NK-XLMR
(original and augmented) exhibits a notable inad-
equacy in handling the PART and ADV tags. Ex-
amined outputs of NK-XLMR(augmented) and the
error rates presented in section 6.3 and section 6.3
also verify this inadequacy. The tag PART has
an error rate of 1.0, which means the model com-
pletely fails in recognizing tokens belonging to this
tag correctly. We argue that this can be attributed
to a misalignment in the annotation schemes be-
tween the UD Kurmanji and ours rather than a lim-
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Figure 5: Error rates of NK-XLMR(original).

itation within the model itself.
Additionally, in section 6.3, we see that IZAFE

and DET also have error rates of 1.0 and 0.98. This
happens due to the fact that NK-XLMR(original)
has no knowledge of the Izafe and oblique case
markers and, therefore, fails to perform POS
tagging correctly when evaluated on the gold-
standard dataset where those markers are explic-
itly represented.

Regarding the second trend, the most straight-
forward reason for this is the fact that the tokeniza-
tion methods are generating, in most cases, either
fewer or more tokens than the ground truth. This
can be attributed to the linguistic knowledge the to-
kenizer has about Northern Kurdish, such as the
Izafe, oblique case markers, and multi-word ex-
pressions.

7. Conclusions and Discussion

The main objective of this study was to ad-
dress the task of POS tagging for Northern Kur-

dish by utilizing the currently available resources.
On the one hand, our multifaceted approach for
this study enabled us to establish a baseline
POS tagger for Northern Kurdish using the Uni-
gram(augmented) model with an accuracy of 0.73
and a macro-averaged F1 score of 0.59 evaluated
on the gold-standard dataset. On the other hand,
the CRF(augmented) model achieves the second-
best performance with 0.84 and 0.74 for accuracy
and macro-averaged F1 score, making it the best-
performing model among statistical POS tagging
models. In addition, the CRF model stands out be-
cause of its quick training time.

The transformer-based NK-XLMR (augmented)
outperforms all other models with an accuracy of
0.87 and a macro-averaged F1 score of 0.77., thus
setting a new state-of-the-art performance for the
task of POS tagging in Northern Kurdish. Our re-
sults are particularly robust compared to the work
of Walther et al., 2010, where their POS tagger for
Northern Kurdish was evaluated on only 13 sen-
tences. This comparison underscores the relia-
bility of our findings, considering the granularity
of linguistic features in our gold-standard dataset
and the larger number of test sentences (136 sen-
tences) we used for evaluation.

Moreover, we further explored the impact of to-
kenization methods on POS tagging accuracy by
comparing their outcomes against the gold stan-
dard tokens in our dataset. While encountering dif-
ficulties with certain linguistic nuances, the KLPT
tokenizer demonstrated notable proficiency in cap-
turing Northern Kurdish linguistic traits.

Finally, we successfully demonstrated the effect
of the various linguistic features of Northern Kur-
dish, such as the Izafe and oblique case markers
and contracted prepositions on the task by evalu-
ating both variants of the models (original and aug-
mented). Our POS tagging models trained on the
UD Kurmanji augmented showed improvements
on NOUN, PROPN, VERB, and ADP POS tags.

Limitations While this study has made several
contributions to the field of Kurdish NLP, several
limitations should be noted. Firstly, we did not tar-
get the task of syntactic parsing. Secondly, we did
not explore the employment of LLMs or POS mod-
els from other closely related languages like Per-
sian or dialects like Central Kurdish. Furthermore,
we did not examine the impact of our POS tagging
models and annotation schemes on other down-
stream tasks like named entity recognition, senti-
ment analysis , or parsing.
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