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#### Abstract

We conduct a morphosyntactic investigation into the light verb constructions (LVCs) or the verbo-nominal predicates in South Asian languages. This work spans the Indo-Aryan and Dravidian language families in treebanks based on Universal Dependencies (UD). For the selected languages we show how well the existing annotation guidelines fare for the LVCs. We also reiterate the importance of the core and oblique distinction in UD and its usefulness for making accurate morphosyntactic annotation judgments for such predicates.
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## 1. Introduction

Universal Dependencies (UD) (de Marneffe et al., 2021) presents a morphosyntactically oriented approach to perform linguistic annotations anchored on binary dependency relations between intrasentential units. These dependency relations hold primarily between content words, while function words are seen as carriers of morphosyntactic features, which typically "belong" to a content word. Such a mechanism is followed in UD to increase the typological parallelism between languages. ${ }^{1}$ The selection of the dependency head gets a little complicated in the case of a multiword expression (MWE) where two or more words combine into a single lexical unit with or without morphosyntactic implications (Masini, 2019). One of the MWE classes where this can be witnessed is the light verb construction (LVC).

LVCs (Section 3) have a peculiar semantic composition that may provoke specific approaches to their syntactic analysis; however, in the case of South Asian languages, profound morphosyntactic clues are available and should be taken into account. The current annotations in the treebanks of these languages in UD treat the LVCs ${ }^{2}$ as combinations of lexemes that morphosyntactically behave as single words and mark them using the dependency relation compound, ${ }^{3}$ or its subtype compound: lvc. In the case of South Asian languages this is problematic given the surfaceidentical noun incorporations and object-verb se-

[^0]

Figure 1: A verbo-nominal construction in Hindi (HDTB) annotated as compound.


NOUN ADP PART VERB NOUN VERB
kșetra meñ bhī milakara kāma karemige field in too do together work will do
'(We) will work together in the field too.'

Figure 2: A verbo-nominal construction in Hindi (HDTB) annotated as object.
quences. We illustrate it on two examples from the treebanks of Hindi (Figures 1 and 2) and Telugu (Figures 3 and 4). In each pair, the first example has an LVC annotated as compound while the second example with a similar construction treats the noun as an object (obj) of the verb. Our main research question is whether these distinctions are well-motivated and clearly defined based on morphosyntax. It implies some broader questions about argument selection criteria and core vs. oblique distinction in South Asian languages.


Figure 3: A verbo-nominal construction in Telugu (MTG) annotated as compound.


Figure 4: A verbo-nominal construction in Telugu (MTG) annotated as object.

Hence, using the treebanks of Indo-Aryan and Dravidian languages (Table 1) from UD 2.13 (Zeman et al., 2023), ${ }^{4}$ we intend to bring to light the fundamental issues around the treatment of various noun-verb sequences. We illustrate that not all noun-verb sequences qualify to be marked as compound or compound:lvc. We will focus on how the morphosyntactic implications have been overlooked by illustrating supporting examples for the same. Furthermore, we also emphasize the essential distinction between core and oblique arguments in UD (Zeman, 2017) that encompass a crucial role in the morphosyntactic treatment of the noun-verb sequences.
The paper is organized into 6 sections. Discussion of related works happens in Section 2. In Section 3, we present a portrait of LVCs in the selected UD treebanks, organized by language families. In Section 4, we discuss the structural composition of the LVCs by differentiating between incorporation and compounding. In Section 5, the morphosyntax of LVCs finds adequate theoretical treatment, confronted with treebank practice in Section 6.

## 2. Related Work

Kahane et al. (2018) discusses how to analyze multiword expressions in treebanks based on UD. They mainly focus on distinguishing syntactically irregular MWEs from semantically non-

[^1]| Language | Treebank | Sentences | Words |
| :--- | :--- | ---: | ---: |
| Sanskrit | Vedic | 3,997 | 27,117 |
| Sanskrit | UFAL | 230 | 1,843 |
| Hindi | HDTB | 16,649 | 351,704 |
| Hindi | PUD | 1,000 | 23,829 |
| Urdu | UDTB | 5,130 | 138,077 |
| Kangri | KDTB | 288 | 2,514 |
| Bhojpuri | BHTB | 357 | 6,665 |
| Bengali | BRU | 56 | 320 |
| Marathi | UFAL | 466 | 3,847 |
| Sinhala | STB | 100 | 880 |
| Telugu | MTG | 1,328 | 6,465 |
| Tamil | TTB | 600 | 9,581 |
| Tamil | MWTT | 534 | 2,584 |
| Malayalam | UFAL | 218 | 2,403 |

Table 1: Treebank sizes in UD 2.13.
compositional ones and highlight issues related to intra-treebank annotation inconsistencies created because of the MWEs. The analysis concerns the English and French treebanks in UD 2.1 and they note inter-corpus variation in the usage of the dependency relation compound. But the LVCs did not receive any attention.
Nivre and Vincze (2015) portrays how LVCs pose interesting challenges for linguistic annotation, especially from a cross-linguistic perspective. They present a survey of the different ways in which LVCs are analyzed in UD 1.1. They group the languages into 3 groups and compare how the LVCs consisting of a transitive verb and a direct object are handled. For example, they report that in the English phrase take a photo, photo is attached to the verb take as a direct object (dobj) because the English treebanks in version 1.1 did not distinguish LVCs whereas the treebanks of Swedish, German, and Irish distinguish LVCs through their syntactic structure.
Since our study takes into consideration the constructions labeled as compound or compound:lvc it is worthwhile to mention that in the Persian treebank (Seraji et al., 2016) the non-canonical subjects are analyzed with respect to LVCs and such constructions are labelled as compound:lvc. In the case of the Hungarian treebank (Vincze et al., 2017), the label dobj:lvc can be found between the nominal and verbal component of the LVCs, where the dobj part of the label marks that syntactically it is a verb-object relation but semantically, it is an LVC, marked by the lvc subtype. ${ }^{5}$
Among the South Asian languages, Hindi has received a considerable spotlight for LVCs. Palmer et al. (2009) talks about the LVCs as support-verb
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Figure 5: Compound analysis in Hindi (HDTB).
constructions in Hindi-Urdu where eventive noun phrases combine with several verbs and are analyzed based on case marking. The analysis relies on the Proposition Bank (Palmer et al., 2005) scheme. Begum et al. (2011) focus on the identification of the noun-verb combinations based on the Hindi Dependency Treebank (HDTB). ${ }^{6}$ Müller (2019) shows an HPSG analysis and Vaidya et al. (2014) present a TAG (Joshi, 2005) analysis for predicates with the light verbs karanā 'to do' and honā 'to be' in Hindi, demonstrating that LVCs are a highly productive predicational strategy, challenging for computational grammars.

The PARSEME (Savary et al., 2023) multilingual annotated corpus of verbal multiword expressions also includes Hindi. ${ }^{7}$ The underlying hypothesis for the annotations is that verbal MWEs have some degree of semantic non-compositionality and the verb is considered to be the syntactic head.

Within the UD framework, typological studies around LVCs have not involved any of the South Asian languages so far.

## 3. Light Verb Constructions in UD

The LVCs belong to the class of complex predicates with a wide range of combinatorial potential where a verb (VERB) can combine with adjectives (ADJ), adverbs (ADV) or nouns (NOUN). Out of these, we focus on the verbo-nominal predicates comprising words with the part-of-speech tags NOUN and VERB. This subgroup is most similar to (and confusable with) object-verb sequences; it also has interesting morphosyntactic properties.

### 3.1. Indo-Aryan Languages

The Indo-Aryan languages are characterized by split ergativity, subject-object agreement, canonical SOV word order, and the presence of postnominal case marking. UD annotation guidelines
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Figure 6: Compound analysis in Bengali (BRU).
capture these morphosyntactic nuances aptly although certain inconsistencies remain especially in the case of LVCs. Currently, in UD 2.13, treebanks of Bengali, Bhojpuri, Hindi, Kangri, Marathi, Sanskrit, Sinhala, and Urdu are valid and publicly available. Most of these treebanks use the dependency label compound to mark the verbo-nominal compounds or LVCs but the Bengali, Marathi, and Sinhala treebanks use the language-specific dependency sub-type label compound:lvc. Figure 5 illustrates a verbo-nominal compound in Hindi bātacīta karanā 'to talk' where the verb karanā 'to do' selects the noun bātacīta 'chit-chat' as the dependent. Other verbs constituting such constructions in the Hindi HDTB and Hindi PUD treebanks include honā 'to be', which is the second most frequent verb constituting verbo-nominal predicates after karanā 'to do', followed by lagānā 'to put'. In Urdu, denā 'to give' and lenā 'to take' also head verbo-nominal compounds along with krnā and honā. In Marathi, verbo-nominal compounds function as semantic verbs with varying degrees of lexicalization (Ravishankar, 2017). Here, too, the verbs karane 'to do' and hone 'to be' are the most frequently selected verbal heads in LVCs. Bengali (Figure 6), Bhojpuri and Kangri also present a similar picture where the verbs 'to do' and 'to be' persistently head such constructions. There are two verbs that function as light verbs in Sinhala, viz. kara 'to do', the volitive indicator, and ve 'to be', the involitive indicator (Liyanage et al., 2023). The current version of the Sinhala treebank (STB) contains 39 instances of noun-verb combinations marked as compound: lvc. Sinhala happens to be the only Indo-Aryan language in UD to select the noun as a head for LVCs (Figure 7).

In the Vedic Sanskrit treebank, complex syntactic structures are expressed through compounds, hence compounds are annotated as if their elements occurred in a non-composed form (Hellwig et al., 2020). Recombination of certain compounds into single words is reported in the Sanskrit UFAL treebank (Dwivedi and Zeman, 2018); the


Figure 7: A verbo-nominal compound in Sinhala (STB), headed by the nominal node.
compound relation is not used there. ${ }^{8}$ Therefore, we do not find any instance of a verbo-nominal predicate in the current Sanskrit treebanks.

### 3.2. Dravidian Languages

Within UD, the agglutinating morphology of the Dravidian languages creates multiword tokens (MWTs) or concatenated multiple syntactic words that need to be split during annotation. For example, in Malayalam the copula, complementizer, coordinating clitics, and also occasionally the object and the verb in a sentence occur as a multiword token (Stephen and Zeman, 2023). Similarly, in the Tamil MWTT treebank, the coordinating clitics and the complementizer are split as they are orthographically fused in an MWT. The close resemblance between an MWT and an MWE presents a challenge in the case of the Dravidian languages but morphosyntactic cues come in handy in the disambiguation process. For LVCs, only the compounds with the do-verb ceyyuka are labeled as compound: lvc in the Malayalam UFAL treebank (Figure 8). The role of a light verb as a verbal licenser is particularly visible in loanwords, which, instead of acquiring the host language verbal morphology, combine with a light verb. An example is Malayalam arasrru ceyyuka (lit. to do arrest) 'to arrest'.
In Tamil MWTT, the noun-verb sequences with the existential be-verb iru are marked as compound:lvc and the noun is treated as the head selecting the light verb as its dependent (Krishnamurthy and Sarveswaran, 2021), unlike in the Indo-Aryan treebanks. But in the Telugu MTG treebank, the verb is treated as the syntactic head and the noun is considered as the bearer of the predicate semantics for noun-verb sequences marked compound:lvc (Rama and Vajjala, 2018). Our overall observation about the

[^4]Dravidian treebanks is that the distinction between LVCs and regular structures has largely relied on semantic cues or direct influence of the strategy used in the English UD treebanks. Intra-language morphosyntactic clues do not seem to have been considered.

## 4. Structural Composition of LVCs

According to Butt (2003), the "light" in LVCs indicates that although these constructions respect the standard verb complement schema, the verb cannot be said to be predicating fully but seems to be more of a verbal licenser for nouns. Moreover, the light verbs tend to have a "funny" syntax which distinguishes them from auxiliaries and main verbs. Additionally, Butt (2003) claims that such structures are monoclausal in nature where the predicational elements "co-predicate". Such a view does not align well with saying that they form one lexical (and syntactic) unit, but using the compound relation in UD can be understood as saying exactly that. There seems to be a perturbing dichotomy around the lexicality of such sequences as shown in Figure 9, where two instances are analyzed as compounds and one is not. In order to establish a principled position on the structural composition of LVCs, we will now delve into the process of compounding and incorporation and discuss their entanglement with the predicate structure.

### 4.1. Compounding

We adopt the definition of compounds based on Haspelmath (2023b) as a construction consisting of two strictly adjacent slots for roots ${ }^{9}$ that cannot be expanded by full nominal, adjectival, or degree modifiers. Finkbeiner and Schlücker (2019) illustrate the non-expandability on a German example, where the adverb sehr 'very' cannot modify the first element in Alt-bau 'old building', i.e., *sehr Alt-bau 'very old building' is not plausible.

On applying Haspelmath's definition to Figure 9, we observe that the noun part of the compound śurū kara 'to start' is a root morph whereas the other nouns golī 'bullet' and cunautī 'challenge' are derived nominal forms of their respective root morphs. If we assume this inference to be accurate, then cunautī denā 'to challenge' and golī calānā 'to shoot' should not be marked as compound. Hence if a noun-verb sequence shall be considered a compound, the nominal part should be a root without suffixes.
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Figure 8: A verbo-nominal compound in Malayalam (UFAL), headed by the nominal node.


Figure 9: Two verbo-nominal compounds: cunautī denā 'to challenge' and śurū karanā 'to start'. On the other hand, golī calānā 'to shoot' is annotated just as a verb-object pair (Hindi HDTB).

The UD taxonomy has a more relaxed definition of compounds: it states that the compound relation should be used for combinations of lexemes that morphosyntactically behave as single words, and lexicalization or semantic idiomaticity should not be a criterion for identifying compounds. This entails that a lexicalized expression like make a decision in English does not qualify as an MWE or a compound in UD. Expressions that would qualify should have a single argument structure or in other words, the syntactic head of an LVC should select all the required arguments and the dependent noun should neither be modified nor have an argument structure of its own. But in the case of the Indo-Aryan languages, this does not seem to be the case.

In Marathi (Figure 10) the LVC prayatna karata 'trying' is tagged as compound:lvc where the noun prayatna 'try' heads the nsubj and xcomp dependency relations which is not consistent with the UD guidelines. For once we could assume it to be a language-specific decision but there are also examples like Figure 11 which say otherwise. In both the examples (Figure 10 and 11) the compound: lvc relation is headed by the verb karane 'to do' but the dependent nouns are different. This leads a UD user to the conclusion that in such predicates the nouns have arbitrarily chosen
argument structure as no morphosyntactic motivations can be seen in the surface syntactic structure. Similar inconsistencies can also be found in other Indo-Aryan languages. This inconsistent behavior suggests that the annotation choices made for the LVCs are not strongly based on a concrete morphosyntactic mechanism.

Among Dravidian languages, Tamil and Malayalam have taken a left-headed approach considering the noun as the head whereas Telugu treats the verb as the syntactic head making the compound: lvc relation right-headed. The annotation of the LVCs is comparatively more consistent than in the Indo-Aryan languages but it seems to be heavily influenced by semantics or by the treatment of LVCs in the English treebanks. For example, the current version of the Malayalam UFAL treebank uses the compound: Ivc relation for noun-verb and verb-verb sequences where the do-verb ceyyuka appears. No morphosyntactic motivation can be found in the respective documentation pages of the Dravidian languages.

We conclude that if a noun-verb construction is marked as compound (: 1 vc ), the syntactic head is eligible for modifications but not the dependent. If we need to annotate a child of the dependent node in the noun-verb sequence, then the sequence should be treated as verb with object.

### 4.2. Noun Incorporation

It is also worthwhile to mention the broader typological definition of incorporation by Haspelmath (2023a) according to which an incorporation is an event-denoting noun-verb compound construction in which the noun occupies an argument slot of the verb and occurs in a position where nominal patient arguments cannot occur. In most IndoAryan languages, verbo-nominal predicates must be analyzed as a lexical category but paradoxically enough, the noun is on par with a syntactically independent argument (Mohanan, 1995). Therefore, even though noun incorporation is a type of compounding of a syntactic object with the verb, both the object and the verb can have their own argument structures. It may thus be hard to find incorporation that satisfies Haspelmath's definition in South Asian languages. Currently, the UD taxonomy has no special provisions to define incorporation and they are treated as compounds. As a result, there are no distinct annotations for an objectverb pair and a 'conjunct verb'. ${ }^{10}$ The Hindi HDTB treebank in UD is converted from the Paninian Dependencies and in that scheme, conjunct verbs have a special tag pof (Tandon et al., 2016). It does not denote a dependency but rather represents the fact that the noun-verb sequence is an MWE. The logic behind the usage of the pof tag is based on the semantic coherence of the nounverb sequence being a single predicative element although some morphosyntactic cues do come in handy (discussed in Section 5). Tandon et al. (2016) also acknowledges that the identification of conjunct verbs is problematic as it appears to be an issue for the syntax-semantics interface and the decision was left to the annotators at the cost of inconsistencies in the data. On conversion from the Paninian dependencies to UD all the pof relations were automatically changed to compound and the inconsistencies persist. This brings us to a juncture where distinguishing object-verb sequences from noun incorporation becomes necessary. For Dravidian languages, Sudharsan (1998) states that if the noun in a noun-verb sequence cannot be inflected for case or number and even cannot be modified by an adjective then it is the case of a noun incorporated into the verb. Since incorporated nouns do not take case or plural markers and external modifiers, they are morphosyntactically different from the regular object nouns. Similarly for Indo-Aryan languages or more specifically for Hindi-Urdu, Mohanan (2017) has also rec-
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Figure 10: A verbo-nominal compound in Marathi (UFAL), arguments attached to the nominal node.


Figure 11: A verbo-nominal compound in Marathi (UFAL), arguments attached to the verbal node.
ommended very similar criteria for distinguishing objects and incorporated nouns. These criteria treat noun incorporation as a type of compounding but there are also cases where such syntactic tests are inadequate, for example in cases of independent syntactic argument structures. The nominal part can be a noun or a root morph. Usually, the root morphs do not have an argument structure of their own but a noun on the other hand has the potential to have its own argument structure in such noun-verb constructions (Mohanan, 1995). To qualify for a compound:lvc relation the noun-verb sequence should have a single argument structure but that is not always true in case of noun incorporations. This indicates a need for a distinction between compounding and noun incorporation. In the following section, we find taxonomical differences between them but it will be also worthwhile to test how similar their morphosyntax is and how we can distinguish them from objectverb sequences.

## 5. Morphosyntax of LVCs

Subjects and objects in UD must satisfy the condition of being core arguments, which means that they should receive the language-specific coding and treatment associated with the grammatical functions S, A, and P (Zeman, 2017; Andrews, 2007). This coding derives from primary transitive predicates and may include various strategies,

kumārukku tan mēlē āttiram vantatu to Kumar self on anger came 'Kumar was angry at himself.'

Figure 12: A verbo-nominal compound in Tamil (MWTT), headed by the nominal node.


Figure 13: A verbo-nominal compound in Telugu (MTG).
including case marking on nouns and agreement morphology on verbs. Nominals whose grammatical function is $\mathbf{A}$ or $\mathbf{S}$ are called subjects and their dependency relation to the verb is nsub $j$ whereas the nominals whose grammatical function is $\mathbf{P}$ are called (direct) objects and their dependency relation to the verb is obj (Zeman, 2017). Turning back to Haspelmath's definition of noun incorporation in Section 4, the incorporated noun cannot occupy the patient position and cannot have the function P. Hence, we illustrate the behavior of LVCs through morphosyntactic processes like verbal agreement, case marking, and nominal modification. This analysis will bring out the distinctions between compounds and object-verb sequences.

### 5.1. Case Marking

Hindi, Urdu, and some other Indo-Aryan languages follow a split-ergative pattern. Perfective clauses have the ergative alignment, imperfective clauses have a nominative-accusative alignment. In the latter, the subject is in the bare nominative form (without adpositions), while animate direct objects use the postposition ko. Inanimate direct objects may omit the postposition ko; if they use it, the object is understood as definite. The accusative (oblique) case is used with the postposition, but without it, the object stays in nominative. Indirect objects always use the postposition ko. In transitive perfective clauses, the subject takes the erga-


Figure 14: A verbo-nominal compound in Bhojpuri (BHTB) where the nominal conjunct āyojana 'organizing' selects the argument kājakarama 'event' case marked using the postposition ke 'ACC'.
tive postposition ne.
Nominal parts of LVC candidates are inanimate and thus harder to distinguish from direct objects. However, the ability to take the optional ko signals that the noun is an object.

A few true LVCs, such as śurū karanā 'to start', can be transitive as a whole. Here, śurū is not an object and the whole compound may take a real object (which follows the above criteria for objects) or a complement clause. In most cases, however, the nominal part of the LVC is a direct object, and if the whole LVC is semantically transitive, then the external "object" is coded as a nominal modifier (with the genitive postposition $k \bar{a}$ ) of the noun in the LVC. It should then be annotated as nmod in UD (pula kā nirmāṇa 'construction of bridge' in Figure 1). Even with śurū karanā the genitive strategy is a possible alternative and occurred twice in HDTB. The predicating nominals in Hindi may also select arguments with other postpositions, such as par 'on', se 'from', or ko 'to' (Vaidya et al., 2016).

Eastern Indo-Aryan languages such as Bhojpuri do not have the ergative alignment in perfective clauses. Similarly to Hindi, animacy and definiteness play a role in marking of the direct object (Thakur, 2021). However, Bhojpuri uses the same postposition (ke) (Figure 14) for accusative, dative, and genitive, making it less obvious when it is selected by the nominal and not the verb.

In Dravidian languages too the arguments are postpositionally case-marked but in an agglutinative manner. In Tamil MWTT, we find examples like kumār munnnukku vantān 'Kumar progressed (in his career/ life)' where the nominal component munnukku 'to the front' of the compound:lvc is assigned the dative case and the subject proper noun Kumar takes the nominative case. Since munnukku is treated as the root the analysis gets blurry but munnnukku vā 'to progress' might not qualify to be considered as a compound due to the dative case marking.

The presence of an adpositional phrase selected by the nominal differentiates compounding
from noun incorporation but this does not provide a suitable distinction between object-verb sequences and noun incorporations at least for the Indo-Aryan languages. In this light, we observe that currently most of the compound:lvc or compound relations describing noun-verb sequences are not true compounds as the nominal participant does show case marking.

### 5.2. Agreement

The split-ergative pattern in some Indo-Aryan languages allows for testing of object-verb agreement. In imperfective clauses, the gender and number of the subject are cross-referenced by the verb's morphology. In transitive perfective clauses, the ergative postposition ne blocks agreement with the subject; but unless the direct object is marked with ko, verbal morphology cross-references the gender and number of the object (rather than subject). If the postposition ko is present, the verb takes the default masculine singular form. ${ }^{11}$

Agreement with the verb in transitive-perfective clauses is another signal that the nominal of an LVC candidate is an object rather than part of a compound. And it can also attest to the opposite: In mere pitā ne pūjā śurū kar dī hai 'my father has started the prayer', the verb has a feminine form, agreeing with pūjā, while both pitā 'father' and śurū 'start' are masculine.
Eastern Indo-Aryan languages (e.g., Bhojpuri and Bengali), as well as Dravidian languages, follow the nominative-accusative pattern with subjectpredicate agreement and no ergativity (Krishnamurti, 2003). In Telugu, the verb agrees with the subject when it is in the nominative case, whereas when there is a dative "subject", the verb agrees with the incorporated noun (Nadimpalli and Lakshmi, 2022). Similar observations can be made for other Dravidian languages except for Malayalam where subject-verb agreement is absent.
To conclude this section, in many instances of noun-verb sequences agreement between the noun and the verb is observed and represents a deviation from typical compound behavior.

### 5.3. Modification

One of the signs of compounds is that their parts (and especially the dependent part) cannot be modified individually. We have seen that the patient in Hindi LVC candidates is often encoded as a modifier of the predicative nominal, which speaks against a noun-verb compound analysis. Similarly,
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Figure 15: Compound analysis in Kangri (KDTB).
in Kangri in Figure 15, the nominal galla 'matter' is modified by the determiner isadī 'this', suggesting that galla mannī is not a compound.

In Telugu too, we find similar instances of the predicative nominal modification. For example, in vāọu cālā takkuva pani cēsēḍu 'He does very little work', takkuva 'less' modifies pani 'work' which happens to be in a compound:lvc relation with cēsēḍu 'do'.

### 5.4. Word Order

Real compounds would not allow intervening words between the noun and the verb (at least not by Haspelmath's definition of compounds). An intervention seems to be always possible at least by the negative particle: unhomine batāyā ki abhī pahale baica kā praśikṣaṇa śurū nahīm huā hai. 'He told that the training of the first batch has not started yet.'

### 5.5. Transitivity

The grammars of Indo-Aryan languages feature a systematic opposition of transitive (causative) and intransitive verbs. The intransitive counterpart of karanā in Hindi is honā 'to be, become, happen'; as shown in Section 3, its cognates do the same job in the other languages. Whenever it is inappropriate to analyze $X$ karanā as a compound, the same can be said about $X$ honā. However, as honā is intransitive, $X$ can hardly act as its object. In Hindi-Urdu this verb is also used as the copula, hence a copular analysis may be an alternative. Where the light verb cannot be a copula, we should probably go with secondary predication (xcomp).

## 6. LVCs in UD Revisited

Noun-verb compounds are very frequent in the current UD treebanks of South Asian languages. In Hindi HDTB, there are 6187 such compounds with the 5 most common verbs alone (out of which 4159 occurrences belong just to karanā 'to do'). A similar pattern is found in the smaller Urdu treebank:

3542 occurrences with the top 5 verbs, including 2346 with krnā 'to do'. The remaining treebanks are an order of magnitude smaller, yet we find 58 different compounds in Bhojpuri and 31 in Hindi PUD occurring twice or more. Nevertheless, the treebanks are not always consistent and it is not uncommon to see the same noun-verb combination annotated sometimes as a compound and sometimes as an object.

For example, Hindi bāta karanā 'to talk' is a relatively frequent expression and it is usually annotated as compound (118 instances), though occasionally it is annotated as obj (25 instances). The noun bāta can occur with the postposition ko and then it is always annotated as the object (13 instances). It can occur in the plural (11 instances without ko and 2 instances with ko) and there can occasionally be other constituents between it and the verb. In transitive perfective clauses, the verb agrees with its feminine gender: Națavara Simiha (Masc) ne Nirupama Sena se bāta (Fem) kī (Fem) hai 'Natwar Singh had spoken to Nirupam Sen'. The noun bāta can be also modified by a nominal denoting the matter that is being talked about. All this is evidence that bāta should be syntactically analyzed as the object of karanā. For more statistics across the treebanks, see the Appendix.

Furthermore, based on the arguments present in Section 5, we can conclude that in the present versions of the treebanks of South Asian languages, the treatment of noun-verb sequences or LVCs as compounds is not consistent because the interplay of surface level similarities between real noun-verb compounds and noun incorporations somehow weigh down the morphosyntatic cues. There should not be a problem if noun-verb compounds satisfying the UD guidelines are marked as compound: lvc just to differentiate it from other type of compounds. This would also handle most of the noun incorporations, but once the nominal participant is case marked, modified or triggering verbal agreement, the sequence should be analyzed differently. One of the solutions could be to label the relation ob j : lvc, modifying Vincze et al. (2017)'s proposal to fit the current UD version. By doing so, there will be a three-way distinction between noun-verb compounds and noun incorporations (with a single argument structure) marked as compound:lvc, object-verb sequences marked as obj and noun-incorporations with individual noun and verb argument structures as obj: lvc.

## 7. Conclusion

We have presented morphosyntactic clues for identifying light verb constructions in South Asian languages, which could prove instrumental in achieving consistent annotations of compound
and compound: lvc dependency relations. While LVCs as semantically idiosyncratic constructions are widespread in these languages, we have shown that in many cases their syntactic behavior is transparent or very close to standard objectverb constructions. Their compound analysis should be reconsidered and the annotation could be changed to obj or obj: lvc based on the type of argument sharing.

We also touched upon the core vs oblique distinctions and highlighted the phenomenon of noun incorporations, which can be beneficial for tackling similar inconsistencies beyond the languages handled in this study.
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## A. Appendix

Table 2 shows the most important relations going from a verb to a noun; in addition, it also shows compound relations going from a noun to a verb. It demonstrates that some treebanks favor the compound analysis much more than others, and three treebanks do not use the compound relation at all.

Table 3 shows some of the most frequent light verbs across the South Asian treebanks. Cognates are clearly observable in the Indo-Aryan Ianguages but their preference in the individual languages varies (there are substantial differences even between Hindi and Urdu).

| Language | Treebank | compound |  | rev. compound |  |  | nsubj |  | obj |  | iobj |  | obl |  | $\begin{array}{r} \text { xcomp } \\ \mathbf{N V} \end{array}$ | $\begin{gathered} \text { conj } \\ \text { VXN } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NXV | NV | NV | VN | VXN | NXV | NV | NXV | NV | VXN | NXV | NXV | NV |  |  |
| Sanskrit | Vedic |  |  |  |  |  | 189 | 146 | 172 | 216 | 37 | 35 | 206 | 187 | 41 | 27 |
| Sanskrit | UFAL |  |  |  |  |  | 184 | 157 | 87 | 239 | 27 |  | 304 | 163 | 22 | 11 |
| Hindi | HDTB | 36 | 272 |  | 6 | 19 | 261 | 46 | 212 | 119 | 15 | 43 | 594 | 10 | 7 | 4 |
| Hindi | PUD | 4 | 90 |  | 0 | 1 | 188 | 18 | 243 | 269 | 1 | 33 | 598 | 9 | 4 | 3 |
| Urdu | UDTB | 36 | 295 |  |  |  | 189 | 12 | 230 | 55 | 9 | 36 | 472 | 8 | 8 | 7 |
| Kangri | KDTB | 32 | 199 |  |  |  | 215 | 72 | 139 | 115 | 8 |  | 334 | 48 | 16 |  |
| Bhojpuri | BHTB | 152 | 366 | 2 | 14 | 33 | 131 | 21 | 32 | 51 | 3 | 11 | 233 | 9 | 3 | 5 |
| Bengali | BRU |  | 94 |  |  |  | 63 | 94 | 63 | 594 | 31 | 63 | 125 | 63 |  |  |
| Marathi | UFAL | 5 | 68 |  |  |  | 341 | 213 | 130 | 346 | 3 | 31 | 252 | 109 |  | 8 |
| Sinhala | STB |  | 23 | 261 | 11 | 11 | 227 | 102 | 68 | 159 |  |  | 80 | 114 |  |  |
| Telugu | MTG |  | 91 |  |  |  | 175 | 218 | 97 | 365 |  | 6 | 230 | 309 |  |  |
| Tamil | TTB |  |  |  |  |  | 173 | 162 | 137 | 292 |  | 8 | 421 | 159 |  | 2 |
| Tamil | MWTT |  |  | 70 |  |  | 155 | 244 | 89 | 418 |  | 54 | 344 | 232 | 8 |  |
| Malayalam | UFAL |  | 62 | 8 |  |  | 250 | 154 | 117 | 254 |  | 17 | 325 | 92 | 4 |  |

Table 2: Selected relations between verbs and nouns in UD 2.13 treebanks (only main relation types are shown, subtypes are merged with their main types). The relations go from the verb to the noun except for the "reversed compound" columns, where the noun is the parent node. NV means that the noun immediately precedes the verb; NXV means that the noun precedes the verb but there are one or more words between them; analogously, VXN means that the verb comes first, with at least one word between it and the noun. Frequencies are shown per 10K words; an empty cell means that the relation did not occur at all while zero means that it did occur but the normalized frequency is rounded down to 0.

| English | Hindi | HDTB | PUD | Urdu |  | Kangri |  | Bhojpuri |  | Bengali |  | Marathi |  | Sinhala |  | Malayalam |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| do / make | karanā | 118 | 56 | krnā | 170 | karaṇā | 48 | kara | 38 | karā | 63 | karaṇe | 21 | kara | 23 | ceyyuka | 25 |
| make | karānā | 3 | 1 | krānā | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| do / make |  |  |  | krūānā | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| happen / be | honā | 22 | 12 | hūnā | 37 | hoṇā | 76 | ho/bā | 72 | haoŷā | 31 | hone | 10 |  |  | ākuka | 4 |
| happen / be |  |  |  |  |  |  |  | bhaila | 17 |  |  |  |  |  |  |  |  |
| give | denā | 24 | 6 | denā | 36 | deṇā | 20 | de | 17 |  |  | deṇe | 3 |  |  |  |  |
| take | lenā | 6 | 3 | lenā | 7 | laiṇā | 4 | la | 3 |  |  |  |  |  |  |  |  |
| apply / put | lagānā | 7 | 1 | Igānā | 2 |  |  | laga | 3 |  |  |  |  |  |  |  |  |
| seem | laganā | 1 |  | lgnā | 1 | lagaṇā | 4 |  |  |  |  |  |  |  |  |  |  |
| keep / put | rakhanā | 2 | 1 | rkhnā | 7 | rakhaṇā | 4 |  |  |  |  |  |  |  |  | vaykkuka | 4 |
| stay | rahanā | 0 |  | rhnā | 2 |  |  |  |  |  |  |  |  |  |  |  |  |
| create / make | banānā | 2 | 0 | bnānā | 3 |  |  |  |  |  |  |  |  |  |  |  |  |
| be / become | bananā | 1 |  | bnnā | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| come | ānā | 2 | 3 | Ānā | 3 | āṇā | 8 | $\overline{\mathrm{a}}$ | 3 |  |  |  |  |  |  | varuka | 4 |
| drive | calānā | 0 |  | člānā | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| go / walk | calanā | 1 | 2 | člnā | 1 |  |  | cala | 8 |  |  |  |  |  |  |  |  |
| meet | milanā | 2 |  | mlnā | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| show / express | jatānā | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| pick | uțhānā | 2 |  | āțhānā | 1 | uḍāṇā | 4 |  |  |  |  |  |  |  |  |  |  |
| cause | dilānā | 1 |  | dlānā | 1 |  |  |  |  |  |  |  |  |  |  |  |  |
| put | ḍālanā | 1 |  | ḍālnā | 1 |  |  |  |  |  |  |  |  |  |  | iṭuka | 8 |
| get / find | pānā | 0 |  | pānā | 2 | pāṇā | 4 |  |  |  |  |  |  |  |  |  |  |
| kill | māranā | 1 |  | mārnā | 1 |  |  |  |  |  |  | māraṇe | 13 |  |  |  |  |
| fall | paḍanā | 0 |  | prnā | 1 | pauṇā | 8 |  |  |  |  |  |  |  |  |  |  | Frequencies are shown per 10K words; an empty cell means that the verb did not occur at all while zero means that it did occur but the normalized frequency is rounded down to 0 .


[^0]:    ${ }^{1}$ https://universaldependencies.org/u/ overview/syntax.html
    ${ }^{2}$ For our study we consider all the noun-verb sequences marked as compound or compound:lvc in the treebanks as LVCs or verbo-nominal predicates
    ${ }^{3}$ https://universaldependencies.org/u/ dep/compound.html

[^1]:    ${ }^{4}$ Our analysis will largely be centered around the languages with larger treebanks.

[^2]:    ${ }^{5}$ Under UD v2 guidelines this relation is renamed to obj:lvc. Besides Hungarian, it is now used also in French and Naija.

[^3]:    ${ }^{6}$ https://ltrc.iiit.ac.in/treebank_ H2014/
    ${ }^{7}$ https://gitlab.com/parseme/parseme_ corpus_hi

[^4]:    ${ }^{8}$ Sanskrit UFAL uses the feature Compound=Yes to mark words that were non-final stems within a surface "compound"; however, such forms are treated as separate syntactic words only if the dependency relations between them are other than compound.

[^5]:    ${ }^{9} \mathrm{~A}$ root is a contentful morph (i.e., a morph denoting an action, an object, or a property) that can occur as part of a free form without another contentful morph (Haspelmath, 2023b).

[^6]:    ${ }^{10}$ Conjunct verb is a term often used by Indian linguists. In complex predicates, Noun/Adjective-Verb combinations are called 'conjunct verbs' and Verb-Verb combinations are called 'compound verbs' (Begum et al., 2011). But as stated earlier, we define compounds differently based on UD taxonomy.

[^7]:    ${ }^{11}$ While in general postpositions block agreement in Indo-Aryan languages, Gujarati is an exception where verb agreement works despite postpositions (Subbarao, 2012, p. 97).

