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Abstract
This paper discusses how to build a practical syntactic analyzer, and addresses the distributional differences between
existing corpora and actual documents in applications. As a case study we focus on noun phrases that are not
headed by a main verb and sentences without punctuation at the end, which are rare in a number of Universal
Dependencies corpora but frequently appear in the real-world use cases of syntactic parsers. We converted the
training corpora so that their distribution is closer to that in realistic inputs, and obtained better scores both in general
syntax benchmarking and a sentiment detection task, a typical application of dependency analysis.
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1. Introduction

In text processing applications that handle docu-
ments such as user reviews and contract docu-
ments, accurate syntax parsing is desired for se-
mantic analysis and information extraction. The
emerging generative approach also requires the
analysis of given utterances to make systems re-
liable and explainable, such as in retrieval aug-
mented generation (Lewis et al., 2020), and the
language models can be improved by incorporat-
ing syntactic knowledge (Iwamoto et al., 2023).

Multilingual corpora in Universal Dependencies
(UD) (Nivre et al., 2016, 2020) are easily available,
and they are used for training and evaluation of syn-
tactic analysis components including tokenizers,
part-of-speech (PoS) taggers, and dependency
parsers, such as Stanza (Qi et al., 2020), UDPipe
(Straka, 2018), spaCy (Honnibal et al., 2020) and
Trankit (Nguyen et al., 2021).

However, we found a gap between the standard-
ized UD corpora and the real-world application sce-
narios. There are many noun phrases (NPs) in
reviews such as hotel ones written by a customer
as (1), instead of a formal sentence typically with a
finite verb in a root node of the syntax tree such as
in (2).

(1) A very good hotel close to the park!
(2) I think the hotel is very good because it is

close to the park.

Another example of noun phrases is a description
in a contract document, such as in (3).

(3) total cost of the services

These noun phrases can appear in many kinds of
text documents as the title of a document or section,
items in enumeration, a header line of a table, and

Figure 1: The concept of this paper: an issue of
different distribution of text characteristics and its
solution by corpus extension.

so on. In addition, in many cases, such strings do
not have a period or other punctuation marks at the
end.

When we apply a syntax analyzer trained on the
UD corpora to such short noun phrases, we often
find very wrong analysis results, as exemplified
in the output syntax structures of English (4) and
German (5). A ‘*’ mark indicates the errors in PoS
tags or dependency relations.

(4) Recapture
VERB

�� ��root

?
of

ADP

�� ��case

?
the
DET

�� ��det
?

bridge
NOUN

�� ��obl

?

*

*

(5)

sehr
‘very’
ADV

�� ��advmod
?

schönes
‘nice’
ADJ

�� ��amod
?

besteckset
‘cutlery’
PUNCT

�� ��root

?

*

In (4), the first word “recapture” (which should
be NOUN) was incorrectly tagged as VERB as if
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the input were an interrogative sentence that starts
with a verb, and it causes an incorrect dependency
relation between “recapture” and “bridge,” which
should be nmod rather than obl. In (5), the noun
“Besteckset” (‘cutlery’) was tagged as PUNCT. The
writing is not formal because German nouns should
start with a capital letter, but the tagging result
PUNCT is apparently incorrect. These are actual
results by the Stanza parser that achieved very high
scores in the UD parsing shared task (Zeman et al.,
2018), and we found other taggers and parsers
such as UDPipe and spaCy produced similar er-
rors. These errors have already been recognized in
the community and discussed in the GitHub issues
of those implementations1.

If most of the contents in the training corpora
contain finite verbs in the sentence rather than only
noun phrases, it is not surprising that the taggers
and parsers trained on such corpora tend to pro-
duce incorrect results for the noun phrase inputs
such as (4) and (5). Also, we can assume that very
unusual tagging results such as in (5) are caused
by the training corpus where most sentences end
with a period (‘.’). Thus, they are problems in the
difference between the training corpus and target
input to be analyzed.

Figure 1 illustrates the problem that this paper ad-
dresses. Normally, the syntax analyzers are trained
and evaluated on the UD corpora, but the real-world
input documents have different distributions from
those of the UD corpora, and the models trained
on the UD corpora cause catastrophic errors in ap-
plications. Thus, we manipulate the UD corpora
to alter distributions in terms of noun phrases and
sentence-end punctuation. Although it is impossi-
ble to know the general distribution in the real-world
inputs, we can make the parser more robust by ma-
nipulating the training corpus to reduce the bias in
the current UD data.

The contributions of this paper are: (1) to han-
dle the issue regarding noun phrases in addition
to punctuation, (2) to provide an algorithm to ma-
nipulate training corpora without any manual an-
notation work, (3) to propose methods to evaluate
this work from multiple viewpoints, including the
automatic generation of an evaluation data set of
noun phrases, and (4) to show the effects of the
corpus manipulation in four languages.

Section 2 reviews the related work regarding UD
and existing discussions on punctuation and noun
phrases. In Section 3, we define the terms used in
this paper. Section 4 shows the statistics in different
corpora. In Section 5, we propose the algorithm to
manipulate training corpora so that the parser can

1An issue of Stanza https://github.com/
stanfordnlp/stanza/issues/488 and of
spaCy https://github.com/explosion/spaCy/
issues/5596.

accept real-world inputs, and the effect is shown in
Section 6.

2. Related Work

Universal Dependencies (UD) (Nivre et al., 2016) is
a worldwide project to provide multilingual syntactic
corpora. As of November 2023, 259 treebanks in
148 languages have been released. For all lan-
guages, the syntax is represented by dependency
trees with 17 PoS tags and 37 dependency labels
commonly used for all languages, and each tree-
bank can have language specific extensions. The
resources and documentations are available on-
line and incrementally updated.2 A major shared
task of multilingual parsing (Zeman et al., 2018)
was held, and a result, UD treebanks is now a de
facto standard of multilingual research and many
tokenizers and parsers have been trained on them,
including a multilingual single parser (Kondratyuk
and Straka, 2019).

English Web Treebank (EWT) (Silveira et al.,
2014) is one of the most commonly-used treebanks
in UD. Originally, it was designed to cover more in-
formal text, such as email and review documents,
which was not included in the treebanks of the Wall
Street Journal (WSJ). After the emergence of Uni-
versal Dependencies, EWT was converted to a
UD-style annotation. Thus, EWT contains noisy
sentences with typos and abbreviations, and even
sentence splitting is tricky (Udagawa et al., 2023),
but their work showed that the parsers trained using
EWT had a better capability to parse such informal
text than the model trained only with WSJ. Due to
this historical reason, the EWT corpus functions as
an outlier in the experiments in this paper.

The effects of punctuation in a dependency
parser have been discussed by Søgaard et al.
(2018). They pointed out that dependency parsers,
especially neural implementations, are highly sen-
sitive to punctuation in training corpora, and train-
ing parsers without punctuation makes the mod-
els better. In this paper, we extend the discussion
from punctuation to noun phrases, which are more
critical in real-world applications. Nivre and Fang
(2017) pointed out that punctuation highly affects
the benchmarking scores in a number of corpora
even if it is not significant in the actual analysis.

The analysis of noun phrase structures have
been discussed (Nakov and Hearst, 2005; Vadas
and Curran, 2011) but parsing confusion between
noun phrases and finite sentences has been less
studied. There was a report that a parser specific to
noun phrases improved machine translation qual-
ity even if the LAS (labeled attachment score) of
dependency parsing was not significantly changed
(Green, 2011).

2https://universaldependencies.org/

https://github.com/stanfordnlp/stanza/issues/488
https://github.com/stanfordnlp/stanza/issues/488
https://github.com/explosion/spaCy/issues/5596
https://github.com/explosion/spaCy/issues/5596
https://universaldependencies.org/
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Corpus synthesis is a powerful method to adapt
to specific tasks to enhance a production parser
(El-Kurdi et al., 2020) and to broaden the sup-
ported languages (Tiedemann and Agic, 2016; De-
houck and Gómez-Rodríguez, 2020) and domains
(Li et al., 2019; Jia and Liang, 2016). This paper
shares a similar motivation with them but we pro-
pose a method to extend training corpora with lin-
guistic knowledge to address specific issues with-
out adding new data sources.

3. Terminology

In this section terms used in this paper are defined.

Unit A text string that is regarded as a single
“sentence” in corpora3. A unit is also given
as an input to a PoS tagger, dependency
parser, and their downstream applications,
which may be a result of sentence splitting.
In this paper we do not call it a “sentence”
to distinguish it from the sentence defined
as follows. All of (1), (2), (3), (4) and (5) in
Section 1 can be a unit.

Sentence A unit that is governed by a finite verb,
including nominal predicate sentences as-
sociated with a copula. A sentence corre-
sponds to a non-terminal symbol ‘S’ in the
phrase structure grammar, though this pa-
per does not discuss its definition from a lin-
guistic viewpoint. Example (2) in Section 1
is a sentence.

Noun Phrase (NP) A syntactic tree or subtree
whose head word is a noun or a proper noun,
namely, its universal PoS (UPOS) tag is ei-
ther NOUN or PROPN. An NP also does
not have a child node of a copula (where de-
pendency relation label is cop). Note that in
the content-head structure of UD, the head
word of a sentence “She is a teacher.” is
“teacher” rather than “is” (be-verb).

Noun Phrase Unit (NPU) A unit that forms an
NP. Examples include (1), (3), (4) and (5) in
Section 1.

Ending punctuation (end-punct) A punctua-
tion mark at the end of a sentence or unit.
Here, a punctuation mark is a word that is
tagged as PUNCT in the UD corpora. In
this paper, we only focus on a period (‘.’),
an exclamation mark (‘!’) and a question
mark (‘?’), which are used in European lan-
guages, and discard other PUNCT words
like parentheses and quotation marks.

3In the CoNLL-U format used in UD, a unit is repre-
sented by a metadata tag ‘# text = ’.

Punctuation Omitted Unit (POU) A unit with-
out ending punctuation. Examples include
(3), (4) and (5) in Section 1.

4. Observation of Corpora

To determine how many noun phrase units (NPUs)
and punctuation omitted units (POUs) existed in the
training corpora and expected input documents, we
observed two types of corpora in four languages.
One is Universal Dependencies (UD), which is used
for the training of various syntax analyzers. Here,
we observe the development portion in UD Version
2.13. The other is the review data used for the eval-
uation of sentiment analysis. We randomly selected
100 sentences4 of each language version of review
data from the SemEval shared task data for aspect-
based sentiment analysis (Pontiki et al., 2016) for
English, French and Spanish, and Amazon reviews
used in another shared task (Ruppenhofer et al.,
2014) for German.

Table 1 shows the ratio of the NPUs and POUs in
the UD corpora and review documents. Particularly
in the UD corpora of French and Spanish, the ratios
of NPUs and POUs are very low, that is, the UD
corpora tend to consist of formal sentences with
finite verbs with ending punctuation marks as their
units. The UD English corpus has a relatively higher
ratio of NPUs and POUs because there are many
informally written documents in EWT corpus as
mentioned in Section 2.

The review corpora tend to have many NPUs
and POUs, except for the English SemEval data
set. There are fewer POUs in SemEval data set
(particularly the English one) as expected, that is,
most of the units end with a period. The SemEval
corpora are supposed to be controlled to have pe-
riods for the purpose of extraction of positive or
negative expressions with aspects.

As we previously observed, the distribution of
syntactic characteristics is very diverse, and those
trends highly depend on the formality or cleanli-
ness of the contents of the data set and languages.
This shows that it is quite difficult to expect a fixed
corpus such as those of UD to represent the dis-
tribution of real-world documents that are given to
the applications of syntactic analyzers.

5. Corpus Extension

In this section, we propose a method to extend the
training corpora for syntactic analyzers, to address
the problem of differences in characteristics of cor-
pora discussed in Section 4. Our goal is to build

4Those review data sets do not have syntactic anno-
tation, thus we made manual observation in the limited
sentences.
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corpora NPU ratio (%) POU ratio (%)
language UD review UD review UD review
English EWT SemEval 23.0 3.0 19.5 1.0
French GSD SemEval 3.2 36.0 0.8 3.0
German GSD Gestalt 6.1 28.0 1.3 12.0
Spanish AnCora SemEval 4.5 25.0 0.8 7.0

Table 1: Ratios of noun phrase units (NPUs) and punctuation omitted units (POUs) in UD and review
corpora of four languages.

She
PRON

�� ��nsubj
?

lives
VERB

�� ��root

?
in

ADP

�� ��case

?
a

DET

�� ��det
?

city
NOUN

�� ��obl

?
with
ADP

�� ��case

?
a

DET

�� ��det
?

lake
NOUN

�� ��nmod

? .
PUNCT

�� ��punct

?

Figure 2: Extraction example of an NP (indicated as a box) from a sentence.

Figure 3: Training corpus extension.

models useful in real applications by reducing the
bias in the training model to the UD corpora as
illustrated in Figure 3.

5.1. Removal of punctuation
We assume that the incorrectly assigned PUNCT
tag to a noun in (5) is caused by the PoS tagging
model trained on the corpus where most of last
word is tagged as PUNCT. A desirable model is
robust to the existence of punctuation, that is, the
result should be consistent with or without an end-
punct.

A straightforward solution to the problem of the
bias to the training corpora is to reduce end-punct
at a certain ratio p, in other words, to add POUs,
and then to retrain models. Most end-puncts do
not have any child nodes in the dependency tree,
and thus, it is quite easy to remove an end-punct
from a unit, maintaining the validity of the tree5.

5As an exception, the UD_English-EWT training cor-
pus contained a unit in which a conjunction “and” at-
tached to a period at the end of the sentence. In such

5.2. Addition of noun phrases
In addition to sentences headed by a finite verb,
a training corpus should contain noun phrases as
units, to handle similar inputs in real applications.
To make such a corpus, we add NPUs by extracting
noun phrase subtrees from the original corpus in
the following manner.

• Identify nouns (a word tagged as NOUN or
PROPN) in the original dependency trees.

• Find noun phrases, selecting nouns whose
subtree headed by the noun consists of more
than three sequential words6.

• Exclude a preposition and punctuation that
should not be a part of a noun phrase. This
treatment is needed because the syntactic
structure in UD is designed in a content-head
manner, and thus, a number of function words
are included in a subtree of noun phrases.
Functional words that attach to the head of the
noun phrase with a dependency label case or
punct are removed from the noun phrase. In
the case shown in Figure 2, the preposition “in”
is excluded from the noun phrase headed by
“city” because it attaches to “city” with case
relation.

• Pool the noun phrases extracted in this way,
and randomly select a number of them in a
given ratio (n) to add them to the training cor-
pus, keeping all of the original units in the cor-
pus.

a case, we did not apply the modification of punctuation
removal.

6If the children or descendant nodes have a gap due
to non-projectivity, such noun phrases are ignored.
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In Section 6, we will show the effects of corpora
conversion by changing the ratio of punctuation
removal and noun phrase addition.

6. Experiments

6.1. Data for evaluation
We will evaluate the syntax analyzer trained on the
extended corpora in three ways using three differ-
ent data sets in four languages: English, French,
German and Spanish.

6.1.1. Noun phrase

We evaluate the robustness of the syntax analyzers
to the input strings of noun phrases, as a unit test
of our approach. For this purpose, we automati-
cally generated the test set of noun phrases in the
following procedure.

• Obtain section titles7 of Wikipedia articles of
four languages

• Extract section titles that consist of three or
more words

• Exclude those that contain special characters
such as numbers, symbols, quotation and
punctuation marks

• Exclude those containing non-canonical up-
per/lower cases (e.g. “RNAb”, “AIESEC”)

• Exclude those that were judged as different
languages from that of Wikipedia

• For English, French and Spanish, change the
initial character of each word into lower case

• Remove duplication

• Diversify the first word so that there are no
more than three entries that share the first
word. This is to reduce frequent patterns such
as “List of XX”

• Randomly select 1,500 entities for each lan-
guage

This process almost perfectly extracts noun
phrases in each language, and by definition, the
last word is not punctuation. Table 2 shows exam-
ples in four languages.

In the experiments in this section, we will apply
PoS taggers and dependency parsers to these data
to calculate the following two scores:

7Note that they are different from the titles of articles
because the majority of article titles are proper nouns,
and they are not appropriate to test our method because
names are not confused with sentences, and movie ti-
tles are hard to determine the desirable annotation (e.g.
“Gone with the Wind”).

Wrong punctuation The number of cases
where the last word is tagged as PUNCT
or its dependency label is punct. A lower
number is better.

NP detection The ratio of the dependency trees
of which the root node is tagged as NOUN.
A higher ratio is better.

6.1.2. Universal Dependencies

We use the UD corpora for the intrinsic evaluation
of dependency parsers. The F1 score of LAS is
used as a representative evaluation metric. In our
experiments, we extend the train and dev portions
of the UD corpora with the methods presented in
Section 5, and the test portion for evaluation is not
changed. This means the distributions of units are
different between the test and training corpora. As
a result, the LAS score on the UD test corpus will be
theoretically decreased, and thus, minimizing the
downgrade of the LAS score indicates the success
of our approach.

6.1.3. Sentiment detection

We also conduct an extrinsic evaluation using
multilingual sentiment detection (Kanayama and
Iwamoto, 2020; Iwamoto et al., 2021) as an appli-
cation of dependency parsing. For the evaluation,
we used sentiment analysis data sets that were
observed in Section 4. Those data sets for four
languages were derived from shared tasks (Pontiki
et al., 2016; Ruppenhofer et al., 2014) and all of
them are customer’s review data in a domain per
language (restaurant for English, French and Span-
ish, cutlery for German). Each of them contains
500 units, and the annotations were simplified so
that each unit has a unit-level polarity flag (either
positive or negative) as shown in Table 3.

Similarly to the previous work on multilingual sen-
timent detection (Kanayama and Iwamoto, 2020),
we calculated precision and recall as metrics. Preci-
sion depends on the quality of the sentiment lexicon
and handling of syntax phenomena such as nega-
tion. Recall is related to the coverage of the senti-
ment lexicon and accuracy in detection of the root
node in dependency analysis. The experiments in
this paper have few factors that change the preci-
sion of sentiment detection, and thus, we focus on
recall as it is affected by syntactic structures related
to noun phrases.

6.2. Parser retraining
We applied the two kinds of conversion described
in Section 5 to the training portions of the UD
corpora in four languages (German-GSD, French-
GSD, Spanish-AnCora and English-EWT), and re-
trained models of the Stanza version 1.1.1 (Qi et al.,



9

English all passenger trains
cobordism of manifolds with additional structure

French ponts sur d’autres cours d’eau (‘bridges over other waterways’)
instance vérité et dignité (‘Truth and Dignity Commission’)

German Meine Daten und ich (‘My data and I’)
Mangelnde wissenschaftliche Grundlage (‘Lack of scientific basis’)

Spanish recopilatorios y discos especiales (‘compilations and special discs’)
contenido de agua en el suelo (‘water content in the soil’)

Table 2: Examples of noun phrases in the Wikipedia section title data set.

English This has got to be one of the most overrated restaurants in Brooklyn. Negative
Best Pastrami I ever had and great portion without being ridiculous. Positive

French Aucune commande de dessert n’a été prise après une demie heure d’attente Negative
à la fin de le plat.

(‘No dessert order was taken after half an hour wait at the end of the dish.’)
Petit restaurant à le décor soigné, à les tables bien mises. Positive

(‘Small restaurant with neat decoration, well-set tables’)
German Die Griffe sind schön geformt, die Messer liegen angenehm in der Hand und Positive

sind scharf.
(‘The handles are beautifully shaped, the knives are comfortable to hold
and sharp.’)

Rostflecken nach Spülmaschine Negative
(‘Rust spots on dishwasher’)

Spanish El servicio es muy bueno y la calidad de la comida al mismo nivel. Positive
(‘The service is very good and the quality of the food at the same level.’)

Un restaurante al que no pienso volver. Negative
(‘A restaurant which I don’t want to come back to’)

Table 3: Examples of sentiment polarity data. The second example of each language is a noun phrase.

2020) with the extended training corpora. For all
languages, we retrained PoS tagging models (pos)
and dependency parsing models (depparse) with
maximum iteration of 5,000 times8, and other mod-
els for tokenization (tokenize), multi-word to-
kens (mwt) and lemmatization (lemma) were not
changed from the default ones.

We tested various ratios for the removal of punc-
tuation (p) and addition of noun phrases (n). p = 0,
n = 0 means the original UD corpus as it is, and
thus, it is the baseline for each language. We eval-
uated two scores using the noun phrase data sets
described in Section 6.1: number of incorrect punc-
tuation and ratio of NP detection. We also evalu-
ated the LAS score using the UD test corpus, and
the recall of sentiment detection using the review
corpus.

Stanza’s retraining process is randomized and
the resultant models are not deterministic, and thus,
we conducted 10-times retraining on the baseline
settings (p = 0 and n = 0) to report the average
and standard deviation of each score.

8Setting max_steps=5000, one tenth of the default
setting. This is to reduce training time with small sacrifice
of accuracy.

6.3. Results
Tables 4, 5, 6 and 7 show the results of all metrics
for German, French, Spanish, and English, respec-
tively. The top row (p = 0, n = 0) shows the base-
line scores with the model trained on the original
corpus. The next section (remove punct) shows
the effects of reducing end-punct by p, and the last
section (add NP) reports the scores by adding NPs
to the training corpus varying n, including combina-
tion of both modification with p and n.

In the baseline models of German, French and
Spanish, there were 3.2 to 4.2% of catastrophic
punctuation errors. Removing end-puncts effec-
tively reduced such errors, even with a small ratio
of p. By setting p = 20%, such errors were com-
pletely avoided in the four languages.

However, just removing punctuation did not im-
prove the scores of other metrics, although there
are a number of settings that improved NP detec-
tion in French and Spanish. Also, the changes
of LAS and sentiment recall were marginal. The
large decrease of LAS scores for p = 100% (3
points decrease in German and French) is as ex-
pected because p = 100% means all end-puncts
were removed from the training corpora, and the
punctuation marks that remain in the test corpora
are difficult to handle with the model trained by the
training corpora without any end-puncts.
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(%) Section title UD Sentiment
p n Wrong punct (↓) NP detection (↑) LAS (↑) Recall (↑)

baseline 0 0 3.2 ±1.75 97.4 ±0.16 79.68 ±0.25 52.1 ±1.0
remove punct 10 0 0 + 97.3 79.85 53.2 +

20 0 0 + 97.1 78.98 51.0 −
50 0 0 + 97.3 79.73 50.4 −

100 0 0 + 97.4 76.78 − 49.6 −
add NP 0 10 0 + 98.1 + 79.59 52.9

10 10 0 + 97.8 + 79.87 54.6 +
20 10 0 + 97.5 80.20 + 52.9
0 20 0 + 97.7 + 79.64 53.8 +
0 50 0 + 98.1 + 79.23 − 51.5

50 50 0 + 97.9 + 79.70 52.4
0 100 0 + 98.4 + 79.60 51.5

Table 4: Results of syntax analysis and sentiment detection in German using the models trained on the
extended UD corpora with p punctuation removal and n noun phrase addition. In percent except for the
number of incorrect punctuation marks. The top row (p = 0, n = 0) shows the baseline scores with the
original corpus, with the average score of 10 trials and standard deviation. In other rows, a bold number
with a + mark indicates that the score is significantly better than the baseline with a difference higher than
the standard deviation. A − mark indicates the score is worse against the baseline.

Section title UD Sentiment
p n Wrong punct (↓) NP detection (↑) LAS (↑) Recall (↑)

baseline 0 0 4.2 ±0.55 91.4 ±0.55 87.14 ±0.18 43.0 ±0.5
remove punct 10 0 1 + 92.5 + 87.01 42.6

20 0 0 + 90.6 87.31 − 43.2
50 0 0 + 91.1 87.57 + 43.6 +

100 0 0 + 92.3 + 84.57 − 42.0 −
add NP 0 10 3 + 93.2 + 87.33 + 42.0 −

10 10 0 + 93.2 + 87.09 43.0
20 10 0 + 92.9 + 87.19 42.4 −
0 20 0 + 93.2 + 87.25 44.0 +
0 50 0 + 94.4 + 86.76 − 42.6

50 50 0 + 93.6 + 87.02 42.8
0 100 0 + 95.5 + 86.37 − 43.6 +

Table 5: French results. See the caption of Table 4 for details.

Section title UD Sentiment
p n Wrong punct (↓) NP detection (↑) LAS (↑) Recall (↑)

baseline 0 0 4.1 ±2.90 91.5 ±0.68 87.58 ±0.16 37.5 ±0.6
remove punct 10 0 0 + 91.3 87.63 37.8

20 0 0 + 93.5 + 87.28 − 36.4 −
50 0 0 + 91.0 87.52 38.0

100 0 0 + 91.9 86.83 37.8
add NP 0 10 1 + 93.1 + 88.21 + 37.2

10 10 0 + 92.7 + 87.67 36.8
20 10 0 + 93.1 + 87.28 − 37.6
0 20 1 + 92.8 + 88.02 + 37.8
0 50 1 + 94.2 + 87.37 − 38.4 +

50 50 0 + 94.4 + 87.52 38.0
0 100 0 + 94.7 + 87.59 38.2 +

Table 6: Spanish results. See the caption of Table 4 for details.

The addition of noun phrases had larger impacts
in all metrics. When the noun phrases were added
(p = 0, n > 0), NP detection ratio was improved
in all four languages, and it was consistently in-
creased with n. Considering that the noun phrases

extracted from the UD corpora and those in the
Wikipedia section data are independent, we can
say that the addition of noun phrases to the training
corpora has a positive impact on the analysis of
noun phrase inputs generally. There were cases
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Section title UD Sentiment
p n Wrong punct (↓) NP detection (↑) LAS (↑) Recall (↑)

baseline 0 0 0.7 ±0.67 91.6 ±0.63 83.84 ±0.14 48.9 ±0.9
remove punct 10 0 0 + 91.7 83.81 47.6 −

20 0 0 + 91.1 84.06 + 49.2
50 0 2 91.4 84.03 + 49.4

100 0 0 + 90.1 − 83.46 − 49.2
add NP 0 10 1 93.9 + 84.09 + 49.0

10 10 0 + 94.2 + 83.71 49.0
20 10 1 93.7 + 83.96 49.6
0 20 0 + 94.6 + 83.91 49.6
0 50 0 + 95.3 + 83.88 48.6

50 50 0 + 95.4 + 83.75 47.6 −
0 100 0 + 95.3 + 84.00 + 48.8

Table 7: English results. See the caption of Table 4 for details.

that were not detected as nouns even for n = 100%,
but a number of remaining errors were due to auto-
matic noun phrase extraction from Wikipedia sec-
tion titles.

The addition of NPs reduced the punctuation er-
rors as well, even without explicit removal of punc-
tuation (e.g. p = 0 cases). This is because the
noun phrases added to the corpus did not have
end-puncts, and thus, it helped models avoid bias
to corpora consisting of POUs.

Although these treatments for noun phrase
inputs obviously made positive impacts to the
Wikipedia section title data, there is a potential risk
of damage to the existing benchmarking. In the
results of the LAS score in the UD test corpora, the
decrease in general dependency parsing perfor-
mance was observed in a number of cases with
high ratios of p and n, but in most of cases, LAS
scores were equal to or better than the baseline
settings.

Because our motivation in this work is to build a
robust parser for real-world applications, an extrin-
sic evaluation should be a main focus. In French,
German and Spanish, recall scores in sentiment
detection were increased with a moderate ratio of
end-punct removal or NP addition, even though the
optimal ratio of p and n varies by languages.

In English, the sentiment detection was not im-
proved from the baseline. These results can be sup-
ported by the observation in Section 4: UD_English-
EWT data contains NPUs and POUs with higher
ratios compared to other corpora, and the English
version of SemEval data was highly controlled with
formal sentences without NPUs and POUs, and
thus, our approach to corpus expansion did not
work for this settings, but it is notable that negative
impacts were limited as well.

7. Conclusion

This paper presented methods to make robust PoS
taggers and dependency parsers to inputs for real-
world applications by reducing the discrepancy of
the ratios of noun phrases and punctuation omitted
units between the training corpora and expected
input documents. In addition to the removal of punc-
tuation, which has been attempted to build more
consistent models, we added noun phrases to the
training corpus by automatically extracting noun
phrases from existing annotations using syntactic
operations. The experimental results showed that
retraining on the extended training corpora made
positive impacts on all three experiments simul-
taneously; a unit test for noun phrases, intrinsic
evaluation of the dependency parser, and extrinsic
evaluation of it on sentiment detection. The selec-
tion of the optimal values in the corpus expansion
(ratios of punctuation removal and noun phrase
addition) is our future work.

In this paper we handled multiple European lan-
guages where the definition of noun phrases and
punctuation is relatively easy. In other languages,
the structure of noun phrases is more diverse and
complicated, and thus, more linguistic discussion
and empirical studies will be needed. We applied
the proposed technique to the UD corpora, but
this can be integrated with the corpus augmented
method using raw corpora (El-Kurdi et al., 2020),
so that more applicable syntax analyzers can be
developed.

The results of our experiments suggest that the
current UD corpora are not perfect to train mod-
els for practical syntactic analyzers, and that it is
important to know the characteristics of corpora
and input documents to analyze, and to adjust the
corpora to generate better models not just for the
benchmarking on UD, but also for the practical use
cases.
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