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Abstract
Formulating effective search queries remains a
challenging task, particularly when users lack
expertise in a specific domain or are not pro-
ficient in the language of the content. Pro-
viding example documents of interest might
be easier for a user. However, such query-by-
example scenarios are prone to concept drift,
and the retrieval effectiveness is highly sensi-
tive to the query generation method, without
a clear way to incorporate user feedback. To
enable exploration and to support Human-In-
The-Loop experiments we propose QueryEx-
plorer1 – an interactive query generation, re-
formulation, and retrieval interface with sup-
port for HuggingFace generation models and
PyTerrier’s retrieval pipelines and datasets, and
extensive logging of human feedback. To al-
low users to create and modify effective queries,
our demo2 supports complementary approaches
of using LLMs interactively, assisting the user
with edits and feedback at multiple stages of
the query formulation process. With support
for recording fine-grained interactions and user
annotations, QueryExplorer can serve as a valu-
able experimental and research platform for
annotation, qualitative evaluation, and conduct-
ing Human-in-the-Loop (HITL) experiments
for complex search tasks where users struggle
to formulate queries.

1 Introduction

Being able to retrieve documents in multiple lan-
guages is becoming critical as the Internet increas-
ingly provides access to information across a wide
range of languages and domains. However, cre-
ating effective search queries for cross-language
and multi-language retrieval can be a daunting task
for users. First, users may be unfamiliar with the
language of the documents with the information
they need, or may even be unaware of this infor-
mation, making it hard to craft effective queries.

1https://github.com/emory-irlab/query-explorer
2Demonstration Video of QueryExplorer

Second, most people are not familiar with the vo-
cabulary and jargon used in other areas or fields,
which can hinder their ability to formulate good
search queries. Consider a scenario where a user
is tasked with identifying documents pertinent to
legal disputes. They may lack familiarity with the
specialized terminology, yet possess examples of
specific documents in question.

“Query-by-example” (QBE) is one solution to
such a challenge. It allows users to explore docu-
ment collections by specifying an example doc-
ument (rather than an explicit query) of what
they are searching for. Although considerable
advancements have been made in the domain of
query-by-example, in recently using neural IR
techniques (Sarwar and Allan, 2020; Zloof, 1975;
Alaofi et al., 2023; Zhang et al., 2012), there is a
lack of effective and easily configurable search in-
terface tools for exploring and annotating query-by-
example experiments, especially in the interactive
setting.

While a good QBE interface could be valuable,
a tool that can facilitate generating queries with a
Human-In-The-Loop (HITL) setting can result in
an even more effective search. Extensive prior work
has shown that automatically generated queries
can be improved with the searcher’s inputs (Jiang
et al., 2014), via providing in-domain and world-
knowledge (Cho et al., 2022; Mackie et al., 2023),
as well as from relevance or pseudo-relevance feed-
back (Abdul-Jaleel et al., 2004; Li et al., 2018;
Zheng et al., 2020; Wang et al., 2023b) through
search results and this process can iterate several
times till the searcher is satisfied with the presented
search results. Researchers studying searcher be-
havior and gathering associated annotated data may
need iterating over different query generators, mul-
tiple prompting and training strategies, several re-
trieval pipelines, recording various ways to incor-
porate implicit feedback, and a rigorous number
of hyperparameters. For instance, a search engine
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Figure 1: QueryExplorer’s process shown end to end along with the internal Python functions. Internal Python
helper functions are shown in green, and annotator actions are shown in blue.

analyst might be interested in how searchers edit
queries.

To investigate these much-needed capabilities,
we propose a configurable, interactive search in-
terface tool, QueryExplorer, which supports au-
tomatic and interactive query generation and refor-
mulation for mono-lingual and multi-lingual inter-
active search. QueryExplorer can both facilitate
and record the query generation process and inter-
actions of a searcher – from query formulation in a
pure QBE setting to tracking the resulting query’s
impact on the retrieved search results and the user’s
exploration. To our knowledge, QueryExplorer is
the first such interactive query exploration interface
to be shared with the research community.

Specifically, QueryExplorer demonstrates the
following novel capabilities:

• A simple document search functionality with
natural support for multi-lingual and cross-
lingual search, making it easy for searchers to
navigate and analyze search results.

• Support for both automated query generation
and reformulation, and human-in-the-loop ca-
pabilities such as propagating the human in-
put back to query reformulation, allowing
searchers to collaborate with automated query
generation models.

• Provisioning for rapid prototyping across mul-
tiple retrieval experiments and datasets, via
PyTerrier retrieval pipelines (Macdonald et al.,
2021) with integrated generative LLM models
from HuggingFace (Wolf et al., 2020).

• Extensive instrumentation support for query
generation and reformulation experiments, in-

cluding the ability to record query edits, refor-
mulations, all user interactions, and relevance
judgments making it useful for collecting and
annotating end-to-end datasets.

In summary, we believe QueryExplorer could
provide valuable tools for i) performing qualitative
analysis over information retrieval experiments and
datasets, ii) investigating interactive retrieval feed-
back and performing Human-In-The-Loop (HITL)
studies, and iii) gathering user annotations and un-
derstanding searcher behavior. Our system was
built initially (Dhole et al., 2023b) for the BET-
TER search tasks3 (Mckinnon and Rubino, 2022;
Soboroff, 2023) and was later generalized and ex-
panded to support end-to-end query generation and
reformulation experiments. We share the Python
code, a Google Colab notebook as well as the video
demonstration here4.

Next, we provide an overview of related retrieval
tools and the importance of query generation in Sec-
tion 2 to place our contribution in context. We then
review the different components and capabilities of
QueryExplorer in Section 3.

2 Related Work

There have been many ranking and retrieval tools
with annotation support released previously (Lin
et al., 2021; Macdonald et al., 2021; Scells and
Potthast, 2023; Akiki et al., 2023; Ng et al., 2023;
Giachelle et al., 2022), but all of them have fo-
cused on the ad-hoc search setting by assuming a
readily available query without the need for gener-
ation, reformulation or feedback. Spacerini (Akiki

3IARPA Better Research Program
4https://github.com/emory-irlab/

query-explorer
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et al., 2023) leveraged the Pyserini (Lin et al., 2021)
toolkit and the Hugging Face library to facilitate
the creation and hosting of search systems for ad-
hoc search. SimplyRetrieve (Ng et al., 2023), Fas-
tRag (Izsak et al., 2023) and RaLLe (Hoshi et al.,
2023) focus on retrieval augmented generation.

Recent advancements in transformer models
and their availability via open-source ecosys-
tems like HuggingFace (Wolf et al., 2020) and
LangChain (Chase, 2022) have facilitated the seam-
less integration of multiple models (Dhole, 2024).
However, despite the accessibility of these tools
for researchers and annotators, the integration of
the query generator pipeline into search engines re-
mains underdeveloped. Furthermore, the expansion
of these tools into multilingual search capabilities
has been limited.

Besides, success in few-shot prompting (Srivas-
tava et al., 2023; Brown et al., 2020a; Liu et al.,
2023; Brown et al., 2020b) has led large language
models to play a key role in reducing the informa-
tion burden on users by especially assisting them
with writing tasks namely essay writing, summari-
sation, transcript and dialog generation, etc. This
success has also been transferred to tasks related
to query generation (Jeong et al., 2021; Nogueira
et al., 2019). While large language model appli-
cations are prevalent and numerous studies have
been conducted for search interfaces (Liu et al.,
2022, 2021a,b; Xu et al., 2009), there has been lit-
tle impetus to combine search interfaces with large
language model-based query generation.

QueryExplorer distinguishes itself by offering a
more comprehensive integration of various search
frameworks, including query generators, reformu-
lators, and multilingual models. Unlike previous
approaches, our tool addresses query generation by
assuming the ‘query-by-example’ setting, which
operates without an explicit query. The query gen-
erator component overcomes this challenge by gen-
erating a suggested query and refining it through
iterative human interaction and feedback.

We now briefly describe the different compo-
nents of QueryExplorer.

3 QueryExplorer

The QueryExplorer Interface is made up of 2 tabs
– The Query Generation tab and the Settings tab.
Both of them are described below. The Query Gen-
eration tab is displayed to end users or searchers
and annotators and the Settings tab is reserved for

researchers5 looking to gather data for query gen-
eration and IR studies by allowing them to inves-
tigate different settings. The complete interface is
built using HuggingFace’s Gradio platform. Gra-
dio (Abid et al., 2019) is an open-source Python
package to quickly create easy-to-use, configurable
UI components and has been popularly used for
machine learning models.

3.1 Searcher’s Tab: Query Generation

This Query Generation tab serves as a simple in-
terface for searchers and annotators which per-
mits end-to-end query generation (QG) – i) Ad-
hoc QG: users can write search queries by them-
selves ii) Query-by-Example: users can generate
queries through prompting a HuggingFace (Wolf
et al., 2020) model and select appropriate ones,
query reformulation – through a HuggingFace
model to generate useful keywords, and docu-
ment or passage retrieval – through a PyTer-
rier (Macdonald et al., 2021) retrieval pipeline over
multiple retrieval datasets supported through IR-
Datasets (MacAvaney et al., 2021). We display the
top-k relevant documents and their source language
translations if applicable.

Each of the generated queries can be used by it-
self or in combination to retrieve documents. Users
can further edit the queries, as well as receive as-
sistance from the output of a query reformulator.
Users can further interact with the retrieved docu-
ments or passages, and provide relevance annota-
tions for each of the documents.

We now describe the default models provided for
each of the above settings for the demonstration.
Each of these can be easily substituted with the
researcher’s choices by minor modifications to the
configuration settings or code.

3.1.1 Query-By-Example Generation (QBE)
We use the flan-t5-xxl model (Chung et al.,
2022), which is the instruction tuned (Peng
et al., 2023) version of the text-to-text transformer
T5 (Raffel et al., 2020). It has been fine-tuned
on a large number of tasks making it conve-
nient (Aribandi et al., 2022) for learning new tasks.
The default version shown to the user is a few-
shot wrapper over flan-t5-xxl – that takes in the
user’s example document or passage and prepends
an instruction Generate a query given the

5We use the term searchers and researchers to differentiate
between the higher level goals of the two tabs but both could
encompass analysts/annotators/testers, etc.
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Functions Actions (Searchers and Annotators) Configurable Settings (Researchers)
Provide Example Documents Choice of Domain, Example Documents

query_generator Edit Generated Queries 0-shot/Few-shot QG, Prompt, Exemplars, HF model
append_keywords Edit Reformulations to Create Better Query 0-shot/Few-shot QG, Prompt, Exemplars, HF model
document_retriever Annotate Relevance of Document to Query Retrieval PyTerrier Pipeline, Index, Documents,
send_feedback Select Documents for Providing Relevance Feedback 0-shot/Few-shot QG, Prompt, Exemplars, Number of Documents

Table 1: The different functions (on the left) that searchers and annotators can take assistance from while performing
the actions (in the center). Each of them can be configured through the Settings tab along various parameters (shown
on the right) by researchers.

following document along with 3 document-
query pairs from MSMarco as exemplars to it.

3.1.2 Query Reformulation (QR)

We use a zero-shot approach to generate keywords
for the given query. flan-t5-xxl is passed the in-
struction Improve the search effectiveness
by suggesting expansion terms for the
query (Wang et al., 2023a) along with the orig-
inal query as input. Zero-shot query reformula-
tion (Dhole and Agichtein, 2024; Yang et al., 2023;
Wang et al., 2023a) has been recently popular to
expand queries to increase their retrieval effective-
ness through zero-shot prompting of large language
models. A user-facing interface can provide op-
portunities to mitigate bad reformulations (Weller
et al., 2023) (Refer Appendix Listing 1).

3.1.3 Retrieving Documents

For retrieval, we employ PyTerrier retrievers as de-
fault. The architecture of PyTerrier is inherently
designed to support operations over retrievers and
rerankers to build end-to-end retrieval pipelines
and has been a popular choice of retrieval engine
among information retrieval researchers. In Query-
Explorer, researchers can add their own custom
PyTerrier pipelines too in the below dictionary (Re-
fer Appendix Listing 2). This would also be re-
flected in the dropdown in the Settings tab.

3.1.4 Incorporating Relevance Feedback (RF)

We provide searchers the ability to improve the
current query by utilizing a retrieved document
of their choice. We use a zero-shot approach
to incorporate the user-selected documents in the
style of Wang et al. (2023a); Dhole and Agichtein
(2024). The user-selected documents and the
query are prompted to regenerate keywords through
an instruction Based on the given context
information C, generate keywords for the
following query where C is a user-selected doc-
ument (Refer Appendix Listing 3).

3.2 PyTerrier and HuggingFace support
In an effort to expedite the process of prototyping
diverse experiments for IR researchers, QueryEx-
plorer incorporates PyTerrier (Macdonald et al.,
2021) support. This integration enables the utiliza-
tion of retrieval pipelines created through PyTerrier
within the QueryExplorer interface, enhancing its
functionality for both annotation and qualitative
analysis across different retrieval and reranking al-
gorithms. During the demonstration, we showcase
the interface’s capability to display search results
using the BM25 pipeline, highlighting the flexibil-
ity to substitute this with other custom pipelines
as needed. This feature essentially adds a layer
of qualitative analysis to the PyTerrier retrieval
pipelines. Furthermore, to broaden the utility of
PyTerrier in handling IR datasets, QueryExplorer
has been designed to facilitate the indexing of doc-
uments from these datasets, thereby enabling quali-
tative experiments across multiple benchmarks and
datasets.

Recognizing the widespread adoption of Hug-
gingFace’s (Wolf et al., 2020) models within the re-
search community, QueryExplorer leverages these
models for query generation, reformulation, and in-
corporating feedback. This allows for the compre-
hensive evaluation of search functionalities across
a diverse range of large language models.

While we designed with PyTerrier and Hugging-
Face ecosystems in mind due to their popularity,
datasets and models using other packages can also
exploit the QueryExplorer interface over their sys-
tems.

3.3 Relevance Annotations
We allow each document to be annotated for rele-
vance to help researchers gather relevance annota-
tions through a slider component. Annotations are
immediately saved in a separate JSON file.

3.4 Researcher’s Tab: Settings
The Settings tab is designed for researchers (or
specialists) who intend to gather data or study the
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Figure 2: The User Interface tab: The user provides an example document related to cricket, uses the query generator
to generate multiple queries, selects one of them, and uses the reformulator to further improve the query. In this
case, the reformulator has suggested a useful term “cricket” to increase the retrieval effectiveness of the initial query.

performance of the interaction by allowing them
to vary the various components in the query gen-
eration pipeline – like the choice of retriever, the
dataset to retrieve from, or the instruction and few-
shot examples for the query generator and refor-
mulator. The various dimensions along which the
researcher can vary the settings from the interface
and the corresponding searcher’s actions are de-
scribed in Table 1.

3.4.1 Interaction logging

The researcher can look at the continuously
recorded annotations consisting of – gener-
ated queries, post-reformulation queries, query-
document relevance annotations, and feedback in-
formation – all with metadata of session and times-
tamps. These can be viewed directly in the tab as
well as be utilized for subsequent analysis.

QueryExplorer by default stores the recordings
in three JSON formatted files:

• Query Logs: where different versions of
the queries along with the source of change
(whether through a model or the user or
through a reformulator, etc.) and additional

metadata like timestamps and user session in-
formation are stored.

• Predicted Search Results: where the user’s
search queries and corresponding retrieved
documents are stores

• Document-Query Relevance Annotations:
where an annotator’s document-query anno-
tated pairs are stored

Documenting detailed annotations such as
changes in queries and the evolution of queries over
time can provide several benefits for researchers.
This includes the ability to detect users who may
not be attentive or who might be using automated
bots. Additionally, observing the patterns and be-
haviors of users during their search activities can
offer valuable insights. Furthermore, assessing the
effort involved in formulating queries and perus-
ing documents, as indicated by the time spent on
these tasks, can also be advantageous for research
purposes.
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Figure 3: The Settings Tab where researchers or specialists can experiment with different model settings and
parameters and visualize and monitor continuously updated interaction data.

4 Conclusion

Interactive query generation and reformulation is
of significant interest for many search and explo-
ration tasks like (document-query) pairs augmenta-
tion (Alaofi et al., 2023; Dhole et al., 2023a), doc-
ument expansion (Nogueira et al., 2019; Gospodi-
nov et al., 2023) and keyword expansion (Dhole
and Agichtein, 2024; Carpineto and Romano, 2012;
Jagerman et al., 2023; Wang et al., 2023a). Query-
Explorer acts as a resource to permit qualitative
evaluation of query generation and retrieval in con-
junction. Such a combined interface is crucial as it
permits immediate retrieval feedback from the user
to be incorporated into the search process.

This paper demonstrates the novel capabilities
of QueryExplorer to assist researchers with investi-
gating the construction, feedback, and evaluation
of the interactive query generation process. Fur-
thermore, QueryExplorer provides extensive fine-
grained instrumentation to record the end-to-end
generation process from query formulation to re-
trieval feedback to enable the construction of search
interaction and feedback datasets. Researchers can
also quickly perform qualitative analysis by loading
up QueryExplorer’s lightweight search interface
through Colab and gather data quickly. QueryEx-
plorer’s interface also provides an avenue to per-
form Human-In-The-Loop (HITL) studies. Apart
from qualitative studies, we believe QueryExplorer
could be effective in performing more sophisticated
information retrieval experiments as well as serve

as a tool to incorporate retrieval feedback and con-
duct Human-In-The-Loop studies.

5 Ethical Statement

QueryExplorer serves as a comprehensive tool,
capturing the entire pipeline for purposes of anal-
ysis, annotation, and logging. The components
within QueryExplorer, including query generators,
reformulators, and PRF, can be replaced with even
larger LM alternatives. However, these substitutes
might lead to the generation of biased or toxic key-
words and reformulations. Therefore, it is crucial
to consider QueryExplorer within the broader so-
ciotechnical framework (Dhole, 2023) implement
appropriate filters, and conduct thorough testing
before any deployment.
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A Appendix

def append_keywords(session , query ,
reform_method , reform_instruction ,
hf_model , file_name='
query_reformulations '):

rf_queries = query_generator(f'
Generate keywords for the query :
','', query , hf_model , session)

reformed_query = query + ' ' +
rf_queries [1]

on_query_change(reformed_query ,
file_name , session , previous_query
=query) # Record event

return ref_query

Listing 1: Standalone Query Reformulation using zero-
shot prompting

retrieval_algos_dict = {'BM25': bm25 , '
TF_IDF ': tfidf}

def retrieve_for_ui(query_text , pipeline
=bm25):

# User Query used to retrieve through
a PyTerrier Pipeline

searchresults = (pipeline %10).search(
cleanup(query_text))

# Document text for display
searchresults['eng -text'] =

searchresults['docno '].apply(
get_doc_text)

# (Optional) Translation for cross/
multi -lingual

searchresults['target -text'] =
translate(searchresults['eng -text'
], 'eng', 'eng')

results = [row.to_dict () for index ,
row in searchresults1.iterrows ()]

return results

Listing 2: Triggering Retrieval: Researchers can extend
the dictionary using their custom pipelines.

def send_feedback(query , document ,
hf_model , session , file_name='
feedback_query_reformulations '):

rf_queries = query_generator1(f'Based
on the given context ```{document
}```, generate keywords for the
query : ', query , hf_model ,
session)

ref_query = query + " " + rf_queries
[1]

on_query_change(ref_query , file_name ,
session , previous_query=query) #
Record event

return ref_query

Listing 3: Query Reformulation With Relevance
Feedback using Zero-shot prompting
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