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Abstract

We present DIALIGHT, a toolkit for develop-
ing and evaluating multilingual Task-Oriented
Dialogue (TOD) systems which facilitates sys-
tematic evaluations and comparisons between
TOD systems using fine-tuning of Pretrained
Language Models (PLMs) and those utilising
the zero-shot and in-context learning capabil-
ities of Large Language Models (LLMs). In
addition to automatic evaluation, this toolkit
features (i) a secure, user-friendly web inter-
face for fine-grained human evaluation at both
local utterance level and global dialogue level,
and (ii) a microservice-based backend, improv-
ing efficiency and scalability. Our evaluations
reveal that while PLM fine-tuning leads to
higher accuracy and coherence, LLM-based
systems excel in producing diverse and like-
able responses. However, we also identify sig-
nificant challenges of LLMs in adherence to
task-specific instructions and generating out-
puts in multiple languages, highlighting areas
for future research. We hope this open-sourced
toolkit will serve as a valuable resource for re-
searchers aiming to develop and properly eval-
uate multilingual TOD systems and will lower,
currently still high, entry barriers in this field.

1 Introduction

Task-oriented dialogue (TOD) systems are de-
signed to model interactions between human users
and system agents, focusing on accomplishing spe-
cific, predefined tasks such as assisting with ho-
tel or restaurant bookings, or providing domain-
specific FAQ information (Gupta et al., 2006; Tür
et al., 2010; Young, 2010). These systems serve not
only as access points to cutting-edge AI applica-
tions but also as drivers of technological expansion.

The prevailing approach in TOD system develop-
ment has predominantly involved fine-tuning Pre-
trained Language Models (PLMs), like T5 (Raf-
fel et al., 2020) and BART (Lewis et al., 2020),
on task-specific dialogue datasets (Budzianowski

et al., 2018a; Byrne et al., 2019). However, recent
research trends indicate a paradigm shift from fine-
tuning to an increased reliance on Large Language
Models’ (LLMs) inherent capacity for in-context
learning and generalisation for natural language
understanding and generation. In our work, we cat-
egorise systems as fine-tuned-based using PLMs
(hereafter FT-based) or in-context-learning-based
using LLMs (ICL-based), noting that LLMs can be
fine-tuned and smaller PLMs can use ICL.1

Several pilot works (Hudeček and Dusek, 2023;
Heck et al., 2023; Zhang et al., 2023; Chung et al.,
2023) have explored the integration of LLMs into
TOD systems. These studies indicate that FT-based
approaches outperform ICL-based approaches, as
evidenced by superior automatic evaluation scores.
This applies even with smaller PLMs and when
the number of training examples is limited. On
the other hand, instruction-based training of LLMs
demonstrates its potential in aligning model out-
puts more closely with human preferences (Ouyang
et al., 2022; Wang et al., 2022). In TOD, ICL-based
systems (Chung et al., 2023) have been shown to
generate responses that exceed previous models in
critical human evaluation dimensions such as infor-
mativeness, helpfulness, and perceived humanness.
Despite these early results, a systematic, compara-
tive human evaluation of these two approaches in
TOD systems remains a gap in current research.2

1Disclaimer: Here, we (coarsely) differentiate between
PLMs and LLMs in terms of their dependency on fine-tuning
with task-specific datasets for achieving optimal performance.
LLMs, such as LLaMA (Touvron et al., 2023) and GPT-
4 (OpenAI, 2023), are characterised by their extensive training
on a broad spectrum of data. This approach enables LLMs to
adapt to diverse tasks with minimal reliance on task-specific
data. Empirical evidence suggests that LLMs demonstrate
remarkable capabilities, nearing or ‘surpassing’ human-level
performance on NLP benchmarks such as SuperGLUE (Wang
et al., 2019) and BIG-Bench (Srivastava et al., 2023).

2The study by Chung et al. (2023) lacks full details on their
human evaluation protocol, leading to potential ambiguities in
interpretation. Moreover, current research infrastructure falls
short in facilitating extensive human evaluation of end-to-end
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Toolkit Human Evaluation Multilinguality LLM+E2E Comparative Experiment

PyDial (Ultes et al., 2017) ✓✓✓ ✗ ✗ ✗
ConvLab2 (Zhu et al., 2020) ✓✓✓ ✗ ✗ ✗
ConvLab3 (Zhu et al., 2022) ✓✓✓ ✓✓✓ ✗ ✗
to-llm-bot (Hudeček and Dusek, 2023) ✗ ✗ ✓✓✓ ✗
other E2E baselines ✗(∗) ✗(∗) ✗ ✗

DIALIGHT (this work) ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓

Table 1: A comparative overview of TOD system toolkits supporting E2E modelling. This summary excludes system
components focused solely on dialogue state tracking (DST) and response generation (RG). Key features include
Human Evaluation, indicating support for online (crowdsourcing) human evaluation, Multilinguality capabilities
for development and evaluation across various languages and in monolingual, multilingual, and cross-lingual setups,
LLM+E2E for in-context learning with LLMs in E2E modelling, and Comparative Experiment, denoting a
unified framework for evaluating both FT-based and ICL-based systems. Detailed comparisons are presented in § 2.
(∗) We acknowledge that while some TOD systems support human evaluation and multilingualism, it is recognised
that a significant majority lack these crucial features.

Furthermore, the development of TOD systems
has historically been confined to a limited num-
ber of high-resourced languages (Razumovskaia
et al., 2022). The recent release of the Multi3WOZ
dataset (Hu et al., 2023a) expands the linguistic
scope, introducing the same-level data support for
Arabic, English, French, and Turkish TOD. Never-
theless, there are still noticeable disparities in sys-
tem performance across different languages even
with the fully comparable training data (Hu et al.,
2023b), raising questions about system utility and
user satisfaction with TOD in non-English contexts.
To facilitate future research in minimising these per-
formance disparities, a toolkit that supports devel-
oping and evaluating multilingual dialogue systems
is critically needed.

Aiming to address these gaps, this paper intro-
duces DIALIGHT, a novel toolkit for developing
and evaluating multilingual end-to-end (E2E) TOD
systems. DIALIGHT is specifically designed for
comprehensive comparative analyses between FT-
based and ICL-based systems (see §3). It supports
an array of TOD datasets from the MultiWOZ
family (Budzianowski et al., 2018b; Ding et al.,
2022; Hu et al., 2023a, inter alia), and enables
seamless evaluations in monolingual, multilingual,
and cross-lingual setups (§4). Given often the
moderate correlation between automatic evaluation
metrics and human judgements (Yeh et al., 2021;
Mehri et al., 2022), our toolkit places a special
emphasis on human evaluation, facilitating both
utterance-level and full dialogue-level assessments
(§5). The toolkit is available online at: github.
com/cambridgeltl/e2e_tod_toolkit.

TOD systems, especially for comparative analyses between
FT-based and ICL-based systems.

2 Related Work

DIALIGHT represents a novel addition to the land-
scape of TOD system toolkits, complementing ex-
isting frameworks such as PyDial (Ultes et al.,
2017), ConvLab-3 (Zhu et al., 2022), and their
antecedents (Zhu et al., 2020; Lee et al., 2019), as
shown in Table 1. DIALIGHT is unique in offer-
ing support for ICL-based implementations in E2E
ToD systems, a feature not yet available in exist-
ing toolkits. Moreover, DIALIGHT diverges in its
core design philosophy. Instead of incorporating
extensive and intricate systems and components, it
is meticulously crafted to reduce entry barrier and
learning curve for researchers engaging in multilin-
gual TOD research. Our objective is to provide a
streamlined codebase that facilitates rapid develop-
ment of multilingual TOD systems.

Another range of publicly available implementa-
tions exists for both traditional FT-based and ICL-
based E2E TOD systems, typically accompany-
ing research publications as supplementary code.
For traditional FT-based approaches, works include
those by Wen et al. (2017); Bordes et al. (2017);
Lei et al. (2018); Eric and Manning (2017); Eric
et al. (2017); Lin et al. (2020); Peng et al. (2021);
He et al. (2022) . The ICL-based category is exem-
plified by the work of Hudeček and Dusek (2023).3

However, these systems lack a unified setup for
comparative experimentation. Our toolkit fills this
gap, enabling fair and comprehensive comparisons
between the aforementioned two types of systems.
Additionally, many of these systems, primarily de-
signed to enhance benchmark results, exhibit key
limitations, such as: 1. absence of implementation
for lexicalisation in utterances, 2. lack of a dialogue

3To date (December 2023), the implementations by Zhang
et al. (2023); Chung et al. (2023) have not been released.
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system agent for real user interaction, 3. existence
of English-centric heuristics in evaluation,4 4. inad-
equate support for human evaluation. DIALIGHT

specifically addresses these limitations.
While existing tools for human evaluation, such

as DialCrowd (Lee et al., 2018; Huynh et al., 2022),
offer simple approaches for conducting human
evaluation experiments in TOD systems, they are
not without limitations. DialCrowd is not open-
sourced, available solely via its designated website,
which imposes significant constraints. These in-
clude limited customisation flexibility, increased
maintenance complexity,5 and challenges in align-
ing with data protection regulations such as GDPR,
thus affecting its broader applicability in research.
In contrast, our human evaluation tool is open-
sourced, enabling ‘one-click’ deployment on local
or cloud servers.

3 System Architecture

This section delineates the architecture and imple-
mentation of the proposed E2E dialogue system
within DIALIGHT. As illustrated in Figure 2 in
the Appendix, despite the term ‘end-to-end’, state-
of-the-art E2E TOD systems typically employ a
pipelined approach in the background, incorporat-
ing three key components: 1) a dialogue state track-
ing (DST) model, 2) a database interface, and 3) a
response generation (RG) model. In the following,
we describe the system pipeline and provide an in-
depth examination of each constituent component.

3.1 System Pipeline
Our E2E TOD system operates by processing
a dialogue history, represented as the concate-
nation of a list of preceding dialogue utter-
ances [u1,u2, · · · ,ut−1] with the latest user ut-
terance ut. Specifically, the DST model, de-
noted as DST(·), takes this concatenated input di-
alogue utterances to predict the current dialogue
state, formulated as st = DST([u1,u2, · · · ,ut]).
Within the context of MultiWOZ datasets, a di-
alogue state is defined as a set of tuples s =
{(d1, s1, v1), · · · , (dk, sk, vk)}, where each tuple
consists of domain d, slot s, and slot value v.
Then, this state is sent to a database DB(·), from

4For instance, the official evaluation script for Multi-
WOZ (Nekvinda and Dušek, 2021) employs a string matching
algorithm that normalises English slot values to their canonical
forms. This approach, however, introduces a bias in evalua-
tion, leading to potentially unfair comparisons when extending
the framework to other languages.

5E.g., DialCrowd is currently offline (December 2023).

which a set of entities satisfying the requirements
specified by the state st are retrieved. Namely,
{E1, · · · El} = DB(st), where E is a data en-
try in the database. The RG model, denoted as
RG(·), is then tasked to consume the sequence of
dialogue utterances with the retrieved set of en-
tities as input and generate a dialogue response
ut+1. The process can be formally expressed as
ut+1 = RG([u1, · · · ,ut], {E1, · · · , El}), where
ut+1 represents the generated dialogue response to
user input ut, taken as the next system turn.

In the proposed toolkit, DST models and RG
models can be implemented using both FT-based
and ICL-based methods. In what follows, we detail
the implementation for each system component,
applying both methods.

3.2 Dialogue State Tracking Models

Fine-Tuning with PLMs. The dialogue state
st is transformed into a flattened string rep-
resentation. For example, consider a dia-
logue state {(d1, s1, v1), · · · , (dk, sk, vk)}: it
gets transformed into the string d1#s1=v1;s2=v2|
· · · |dk#sk=vk. In this representation, slots and their
corresponding values within the same domain are
merged. For example, the dialogue state ‘{(taxi,
departure, saint johns college), (taxi, destination,
pizza hut fenditton)}’ is linearised as ‘taxi # de-
parture = saint johns college ; destination = pizza
hut fenditton’. At each dialogue turn t, a PLM is
trained to take the input of the concatenated dia-
logue history [u1,u2, · · · ,ut], and generates the
linearised dialogue state.

In-Context Learning with LLMs. We use LLMs
for direct generation of dialogue states in JSON for-
mat, guided by task-specific prompts and training
examples for in-context learning. The instruction
prompt consists of six parts: 1. Task instruction
for generating the dialogue state. 2. Output for-
mat instruction to produce results in JSON format.
3. Ontology instruction detailing available domains
and slots. 4. Categorical slot instruction, guiding
LLMs to choose from predefined options for cate-
gorical slots. 5. Time slot instruction for generating
times in 24-hour format (hh:mm). 6. Number slot
instruction, directing LLMs to produce non-nega-
tive integer values for numeric slots, such as the
quantity of individuals in a booking. After these
instructions, we incorporate a list of training exam-
ples, randomly chosen from the training dataset, to
provide a baseline for future research. The final
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step involves appending the concatenated dialogue
history [u1,u2, · · · ,ut] to the prompt, enabling
the LLMs to generate the corresponding state st.

Implementation and Setup. In DIALIGHT, the
FT-based DST models can be instantiated with any
of the PLMs available in the Huggingface repos-
itory (Wolf et al., 2020). Additionally, we pro-
vide comprehensive support for various models
in ICL-based systems, including: 1. Models from
the Huggingface repository, 2. Models accessible
through the OpenAI API,6 3. LLaMA.cpp models,
tailored for on-device LLM inferences.7 For evalu-
ation of FT-based DST in this paper, we utilise the
mT5small and mT5large (Xue et al., 2021). For ICL-
based DST experiments, we employ the GPT-3.5,
LLaMA2 (Touvron et al., 2023), and OpenChat-
3.5 (Wang et al., 2023) models.8

3.3 Database Interface

We adapt the implementation of our database in-
terface from the official MultiWOZ evaluation
scripts (Nekvinda and Dušek, 2021) with minor
modifications. Each data entity across different
domains within the database can be represented
as a set of slot-value pairs. In response to each
user utterance ut, our system executes a database
query using the predicted dialogue state st, to inde-
pendently retrieve relevant data entries from each
respective domain. For each domain, a database
entry is retrieved if it meets the following criteria:
1. exact matching of categorical slot values with
those prescribed in the dialogue state, 2. achiev-
ing a Levenshtein distance for non-categorical slot
values that is below a predefined threshold when
compared with the dialogue state.9

3.4 Response Generation Models

Fine-Tuning with PLMs. In the context of the
MultiWOZ datasets, our approach follows the con-
ventional two-step process: initially generating a
delexicalised response and subsequently lexicalis-
ing this response with slot values from dialogue
states and retrieved entities.10 It is worth noting

6openai.com/blog/openai-api
7LLaMA.cpp is open-sourced and accessible at github.

com/ggerganov/llama.cpp.
8All the other experimental details are in Appendix C.
9We use 90% as the ratio with the fuzzywuzzy package for

matching.
10In the case of delexicalised dialogues, all the slot values

in the context and responses are replaced a predefined place-
holder (e.g. [value_name] is an [value_price] [value_food]
restaurant on the [value_area] . do you need to know more ?).

that the majority of prevalent automatic evaluation
metrics predominantly focus on delexicalised re-
sponses. However, incorporating lexicalisation is
a more realistic scenario, which is also a necessity
for proper human evaluation.

The generation of a delexicalised response is
modelled as a transduction problem, converting di-
alogue history into a natural response. To integrate
database outcomes, we initially create a summary
(e.g., ‘attraction has one result found; hotel has no
result found’). Subsequently, a PLM is trained to
process the input, which is a combination of dia-
logue history and the database summary, to produce
the delexicalised system response. The lexicalisa-
tion process is carried out through a systematic
replacement of placeholders with the relevant val-
ues from the current dialogue state st and from the
retrieved entities.

In-Context Learning with LLMs. The ICL-based
method also follows the conventional two-step
process. However, instead of fine-tuning, this
approach involves prompting LLMs with a task-
specific instruction that encompasses four parts:
1. Task instruction, which directs the generation
of the dialogue response. 2. Ontology instruc-
tion, providing details on the available domains
and slots. 3. Delexicalisation instruction, inform-
ing the LLM about all available placeholders and
guiding it to substitute slot values with these place-
holders. 4. Language instruction, specifying the
target language for the generated response. A set
of training examples, randomly selected from the
dataset, is appended to these instructions. The LLM
is then tasked to generate the corresponding dia-
logue response based on this augmented prompt,
the database summary, and the concatenated dia-
logue history [u1,u2, · · · ,ut] .

Implementation and Setup. Similarly as before
with DST models, we employ the mT5small and
mT5large models for FT-based response generation.
For ICL-based experiments, we employ the GPT-
3.5, LLaMA2, and OpenChat-3.5 models.

4 Automatic Evaluation

As part of DIALIGHT, we have implemented a
range of automatic evaluation metrics: 1. For
DST evaluation, metrics include Joint Goal Ac-
curacy (JGA), Slot F1, Slot Recall, and Slot Preci-
sion. 2. For response generation evaluation, we
utilize the BLEU score (Papineni et al., 2002),
ROUGE-L (Lin, 2004), and METEOR (Banerjee
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Dialogue State Tracking Response Generation End-to-end Modelling
Language JGA Slot F1 Slot Precision Slot Recall BLEU ROUGE METEOR Inform Rate Success Rate BLEU

FT-mT5small

ENG 56.4 83.4 83.7 83.1 16.3 24.5 27.2 70.7 46.0 16.3
ARA 43.8 77.5 78.7 76.3 15.0 28.8 26.4 70.2 42.6 15.0
FRA 47.0 79.6 79.5 79.8 14.3 25.5 26.3 71.5 41.5 14.1
TUR 48.9 80.7 78.8 82.6 21.0 33.7 33.3 77.7 48.0 21.4
AVG. 49.0 80.3 80.2 80.5 16.6 28.1 28.3 72.4 44.4 16.7

ICL-GPT-3.5 (∗)
ENG 13.5 37.6 26.3 65.8 1.8 12.2 11.4 33.0 16.0 1.8
ARA 7.6 31.9 22.6 60.2 0.1 2.2 1.5 36.0 18.0 0.1
FRA 12.5 39.4 29.0 61.2 0.9 8.7 7.2 40.0 24.0 0.8
TUR 7.7 34.5 24.7 57.4 0.8 6.1 5.0 32.0 13.0 0.8
AVG. 10.3 35.9 25.7 61.2 1.2 7.3 6.3 35.3 17.8 0.9

Table 2: Performance across fully supervised variants of DST models, RG models, and E2E systems on the
MULTI3WOZ dataset. This table reports the performance metrics for each language, evaluated across different
models. ‘AVG.’ represents the mean average of the evaluation scores aggregated across all four languages. We
note that for these metrics the ground truth score is set at 100, with the exception of the Inform Rate and Success
Rate, which are measured as 89.3± 0.2 and 68.6± 0.2 across the four languages, respectively. (∗) For practical
considerations, the evaluation of ChatGPT-3.5-based models and systems is limited to a randomly selected sample
of 100 dialogues from the full test set, due to the significant time and resource requirements of full-scale evaluation.

and Lavie, 2005). 3. For evaluating the overall sys-
tems, we report Inform Rate, Success Rate, and
BLEU. Additionally, we provide an interface to fa-
cilitate easy extension for future additional metrics.

Table 2 presents the performance of imple-
mented systems across various languages and back-
bone models, evaluated using the aforementioned
automatic metrics.11 The main results indicate a
performance advantage of FT-based systems over
their ICL-based counterparts. Specifically, the ICL-
GPT-3.5-based TOD system demonstrates inferior
performance when compared to the FT-based sys-
tems.12 Subsequently, we present a detailed anal-
ysis aimed at identifying the root causes of this
performance discrepancy. Initially, we observe that
a substantial portion, 42.7%, of the system pre-
dictions generated by the English ICL-based DST
model do not adhere to the prescribed dialogue
state format specified by the instruction and on-
tology. Furthermore, with the given instructions,
the ICL-GPT-3.5 system generates delexicalised
English system responses that recall only 3.6% of
the placeholders found in the ground-truth utter-
ances. Concerning other languages, even when
explicitly instructed to generate responses in the
target language, the GPT-3.5 model produces ut-
terances thare are only 18.4% in Arabic, 78.0% in
French, and 70.5% in Turkish.13 We hypothesise

11We show the performance of the FT-mT5large, ICL-
LLaMA2, and ICL-OpenChat-3.5 systems in Table 6 in the
Appendix. Additionally, Table 7 in the Appendix presents the
evaluation results of FT-based systems on the same selected
subset of 100 dialogues for consistency in comparison.

12It is worth noting that our system’s simplicity, as opposed
to the more complex system proposed by Hudeček and Dusek
(2023), leads to its lower absolute performance. Our system is
primarily designed to serve as a baseline for future research.

13Language detection was performed using the tool devel-

that this is attributed to the fact that our prompt
is provided in English, and future work should ex-
periment with additional and more sophisticated
prompt designs (Shaham et al., 2024).

5 Human Evaluation

In DIALIGHT, we offer an open-sourced human
evaluation tool specifically designed for TOD sys-
tems. This tool is comprehensive, providing all
essential functionalities to conducting human eval-
uation experiments in a production setting. In the
following, we detail the features supported by our
web interface, provide an overview of the high-
level design of our backend servers, and present a
case study of human evaluation experiments.

5.1 Web Interface

The web interface of the tool offers a range of fea-
tures, including user registration, account login,
consent acquisition for data collection, and the exe-
cution of human evaluation tasks. In this section,
we highlight two critical features that distinguish
our tool from existing work.

Fine-Grained User Feedback. As shown in Fig-
ure 7 in the Appendix, our web interface is de-
signed to support the collection of user feedback
and scores at both the (local) utterance and (global)
dialogue levels. Furthermore, all evaluation ques-
tions can be fully customised with minimal pro-
gramming effort.14

Secure Authentication and Access Management.
A high priority has been placed on data security

oped by Nakatani (2010).
14The tool supports all components provided by the AntDe-

sign toolkit: ant.design/components/overview.
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and the incorporation of authentication measures.
An authentication system employing JSON Web
Tokens (JWT) and a basic role management frame-
work has been implemented. This arrangement
ensures that access to specific task groups is lim-
ited to authorised users, and only task administra-
tors are permitted to access submitted data in the
database. Moreover, the web interface is integrated
with an nginx reverse proxy, enhancing data and
communication security through SSL encryption.

5.2 Back-End Servers

Our human evaluation tool is architected using a
microservice design, a choice that significantly en-
hances its scalability and adaptability. Another
standout feature of the tool is the ‘one-click’ de-
ployment option, making it more accessible for
users. This tool sets itself apart from its prede-
cessors by being easy-to-use and tailored for the
prevailing trend of LLMs.

Microservice with Scalability. In a microservice
architecture, each service operates independently,
managing a specific task or functionality. Our tool
adopts this modular framework, partitioning each
task model into its own independent service on
a dedicated server, as depicted in Figure 3 in the
Appendix. The design of these stateless services
offers several benefits: firstly, it enables a single
model to be concurrently shared by multiple sys-
tems, each with different configurations; secondly,
it allows for the deployment of multiple instances
of the same model within the same system.

On-click Deployment. The tool is designed with
an ‘out-of-the-box’ capability, facilitated by full
containerisation using docker and docker-compose
(see docs.docker.com/) This approach ensures a
simple and efficient deployment process. The ver-
satility of these containers supports deployment in
various environments, ranging from local machines
to cloud-based platforms. The entire build process
is governed by a central configuration file, which
users can modify according to their specific require-
ments, thus enhancing the tool’s adaptability.

5.3 A Pilot Analysis of FT-based versus
ICL-based Systems in English

Relying on DIALIGHT, we conduct a human eval-
uation experiment comparing the performance of
the English system with FT-mT5small and the sys-
tem utilising the ICL-GPT-3.5 model. In this study,
each of the 10 participants has completed 2 dia-
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Figure 1: Number of dialogues (from the total of 20)
assessed by human evaluators according to the desirable
properties that align with the dialogue-level evaluation
dimensions outlined in Mehri and Eskenazi (2020).

logues for each system, resulting in a total of 40
data entries. The FT-based system attains an over-
all score of 3.8± 0.9, while the ICL-based system
achieves 1.6± 0.9. Furthermore, Figure 1 demon-
strates the number of dialogues for each system
based on a set of dialogue-level evaluation dimen-
sions (Mehri and Eskenazi, 2020). The results in-
dicate that the FT-based system outperforms the
ICL-based system in terms of maintaining conver-
sation coherence, providing consistent information,
understanding the user, and delivering informative
responses. Conversely, the ICL-based system gen-
erates more diverse responses and exhibits a more
favourable personality.

6 Conclusion and Outlook

We introduced DIALIGHT, a comprehensive toolkit
for advancing multilingual TOD systems supported
by language models of different families, offering
the essential infrastructure for system development
and evaluation. DIALIGHT supports the develop-
ment of and includes baseline systems for fine-
tuning and in-context learning paradigms, enabling
comparative experiments within a unified setup for
automatic and human evaluation. We have publicly
released all our source code to facilitate future re-
search and invite the research community to adapt
and contribute to this toolkit.

Utilising this toolkit, we executed a performance
analysis across several languages and models for
the two modeling paradigms. The results indicate
that despite their potential, LLMs, even the most
powerful ones, are far from ‘solving’ the TOD task,
especially in a multilingual context. Instead, our
results open up new avenues for future research
and exploration. In Appendix B, we provide some
examples of future work aimed at addressing the
bottlenecks identified in the baseline systems.
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ing data of each PLM employed in this study. Hu
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ical dialogues in which the domains and content
have been restricted and predefined, minimising the
risk of personal data being present. On the other
hand, it is important to acknowledge that although
these PLMs and LLMs are publicly available, there
exists a potential risk of privacy violations (Carlini
et al., 2021; Brown et al., 2022).
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B. Ryan Roberts, Bao Sheng Loe, Barret Zoph,
Bartłomiej Bojanowski, Batuhan Özyurt, Behnam
Hedayatnia, Behnam Neyshabur, Benjamin Inden,
Benno Stein, Berk Ekmekci, Bill Yuchen Lin, Blake
Howald, Bryan Orinion, Cameron Diao, Cameron
Dour, Catherine Stinson, Cedrick Argueta, Cesar
Ferri, Chandan Singh, Charles Rathkopf, Chenlin
Meng, Chitta Baral, Chiyu Wu, Chris Callison-
Burch, Christopher Waites, Christian Voigt, Christo-
pher D Manning, Christopher Potts, Cindy Ramirez,
Clara E. Rivera, Clemencia Siro, Colin Raffel, Court-
ney Ashcraft, Cristina Garbacea, Damien Sileo,
Dan Garrette, Dan Hendrycks, Dan Kilman, Dan
Roth, C. Daniel Freeman, Daniel Khashabi, Daniel
Levy, Daniel Moseguí González, Danielle Perszyk,
Danny Hernandez, Danqi Chen, Daphne Ippolito,
Dar Gilboa, David Dohan, David Drakard, David Ju-
rgens, Debajyoti Datta, Deep Ganguli, Denis Emelin,
Denis Kleyko, Deniz Yuret, Derek Chen, Derek
Tam, Dieuwke Hupkes, Diganta Misra, Dilyar Buzan,
Dimitri Coelho Mollo, Diyi Yang, Dong-Ho Lee,
Dylan Schrader, Ekaterina Shutova, Ekin Dogus
Cubuk, Elad Segal, Eleanor Hagerman, Elizabeth
Barnes, Elizabeth Donoway, Ellie Pavlick, Emanuele
Rodolà, Emma Lam, Eric Chu, Eric Tang, Erkut
Erdem, Ernie Chang, Ethan A Chi, Ethan Dyer,
Ethan Jerzak, Ethan Kim, Eunice Engefu Manyasi,
Evgenii Zheltonozhskii, Fanyue Xia, Fatemeh Siar,
Fernando Martínez-Plumed, Francesca Happé, Fran-
cois Chollet, Frieda Rong, Gaurav Mishra, Genta In-
dra Winata, Gerard de Melo, Germán Kruszewski,
Giambattista Parascandolo, Giorgio Mariani, Glo-
ria Xinyue Wang, Gonzalo Jaimovitch-Lopez, Gregor
Betz, Guy Gur-Ari, Hana Galijasevic, Hannah Kim,
Hannah Rashkin, Hannaneh Hajishirzi, Harsh Mehta,
Hayden Bogar, Henry Francis Anthony Shevlin, Hin-
rich Schuetze, Hiromu Yakura, Hongming Zhang,
Hugh Mee Wong, Ian Ng, Isaac Noble, Jaap Jumelet,
Jack Geissinger, Jackson Kernion, Jacob Hilton, Jae-
hoon Lee, Jaime Fernández Fisac, James B Simon,
James Koppel, James Zheng, James Zou, Jan Kocon,
Jana Thompson, Janelle Wingfield, Jared Kaplan,
Jarema Radom, Jascha Sohl-Dickstein, Jason Phang,
Jason Wei, Jason Yosinski, Jekaterina Novikova, Jelle
Bosscher, Jennifer Marsh, Jeremy Kim, Jeroen Taal,
Jesse Engel, Jesujoba Alabi, Jiacheng Xu, Jiaming
Song, Jillian Tang, Joan Waweru, John Burden, John
Miller, John U. Balis, Jonathan Batchelder, Jonathan
Berant, Jörg Frohberg, Jos Rozen, Jose Hernandez-
Orallo, Joseph Boudeman, Joseph Guerr, Joseph
Jones, Joshua B. Tenenbaum, Joshua S. Rule, Joyce
Chua, Kamil Kanclerz, Karen Livescu, Karl Krauth,
Karthik Gopalakrishnan, Katerina Ignatyeva, Katja
Markert, Kaustubh Dhole, Kevin Gimpel, Kevin
Omondi, Kory Wallace Mathewson, Kristen Chia-
fullo, Ksenia Shkaruta, Kumar Shridhar, Kyle Mc-
Donell, Kyle Richardson, Laria Reynolds, Leo Gao,
Li Zhang, Liam Dugan, Lianhui Qin, Lidia Contreras-
Ochando, Louis-Philippe Morency, Luca Moschella,
Lucas Lam, Lucy Noble, Ludwig Schmidt, Luheng

44

https://github.com/shuyo/language-detection
https://github.com/shuyo/language-detection
https://doi.org/10.18653/v1/2021.gem-1.4
https://doi.org/10.18653/v1/2021.gem-1.4
https://api.semanticscholar.org/CorpusID:257532815
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.1162/tacl_a_00399
https://doi.org/10.1162/tacl_a_00399
https://doi.org/10.1162/tacl_a_00399
https://doi.org/10.1613/jair.1.13083
https://doi.org/10.1613/jair.1.13083
https://doi.org/10.1613/jair.1.13083
https://doi.org/10.48550/arXiv.2401.01854
https://doi.org/10.48550/arXiv.2401.01854
https://doi.org/10.48550/arXiv.2401.01854


He, Luis Oliveros-Colón, Luke Metz, Lütfi Kerem
Senel, Maarten Bosma, Maarten Sap, Maartje Ter
Hoeve, Maheen Farooqi, Manaal Faruqui, Mantas
Mazeika, Marco Baturan, Marco Marelli, Marco
Maru, Maria Jose Ramirez-Quintana, Marie Tolkiehn,
Mario Giulianelli, Martha Lewis, Martin Potthast,
Matthew L Leavitt, Matthias Hagen, Mátyás Schu-
bert, Medina Orduna Baitemirova, Melody Arnaud,
Melvin McElrath, Michael Andrew Yee, Michael Co-
hen, Michael Gu, Michael Ivanitskiy, Michael Star-
ritt, Michael Strube, Michał Swędrowski, Michele
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A Limitations

There are several limitations in this work, primarily
stemming from the scope, design, and intended pur-
pose of this toolkit. In this work, we only provide
a set of baseline systems. As shown in Figure 9,
these systems are intentionally kept as simple as
possible while being fully functional, with the goal
of enabling users to gain a conceptual understand-
ing of the TOD task and implement their own sys-
tems with minimal learning effort. It is important
to acknowledge that our systems may underper-
form compared to other more sophisticated sys-
tems, such as the one developed by Hudeček and
Dusek (2023) that employs advanced techniques
for retrieving positive and negative ICL examples,
or the system proposed by Zhang et al. (2023)
that incorporates an explicit and pre-defined task
schema to guide system actions. Instead of pursu-
ing state-of-the-art performance, we place greater
emphasis on providing the essential environment
and a set of tools, including automatic and human
evaluation tools, to enable researchers to develop
more advanced systems using our toolkit in future
work.

Currently, DIALIGHT currently supports only
TOD datasets that are derived from the Multi-
WOZ dataset (Budzianowski et al., 2018b) and
its schema, that is, the ones annotated with the
CUED schema (Young, 2007). We recognise the
additional challenges associated with extending the
toolkit to accommodate other datasets with differ-
ent annotation schemata. Such extensions would
typically involve the re-implementation of the data
loader, the database, and some automatic evalua-
tion metrics, such as Inform Rate and Success Rate.
However, we believe that our human evaluation
tool can be easily extended to evaluate systems
developed on other datasets.

Furthermore, it is worth noting that a fully inclu-
sive dialogue system should consider not only text
input but also other modalities, such as spoken and
sign languages. We acknowledge that DIALIGHT

currently focuses on text input only, and we hope
to integrate the support for speech input and output
as part of future work.

B Future Work: Some Ideas

In this section, we provide examples of future work
aimed at addressing the bottlenecks identified in
the baseline systems.

Modernising TOD Systems for LLMs. In §4, our

experimental results reveal that solely prompting
LLMs resulted in system failure to comply with
the instructions and predict dialogue states in the
required format, leading to over 40% empty predic-
tions. Additionally, ICL-based systems employing
LLMs encountered challenges in recalling place-
holders and generating delexicalised utterances in a
similar fashion. This issue is arguably attributable
to the misalignment between the task requirements
for TOD and the inherent pretraining of LLMs. We
propose that future research should critically reeval-
uate the current design choices of TOD systems to
better tailor LLM-based TOD systems.

Multilingual Generation with LLMs. Our anal-
ysis demonstrates that when prompts are solely
provided in English and LLMs are instructed to
generate outputs in other languages, they often en-
counter difficulties in complying, resulting in the
generation of outputs in English. Developing com-
plex NLP applications like TOD systems requires
a significant number of instructions to specify task
requirements. However, the dominance of English
instructions tends to bias model outputs towards
English. Conversely, tailoring task instructions for
each individual language, especially for resource-
lean languages, poses a challenge. While some
work has been recently conducted for other NLP
tasks (Li et al., 2023), arguably less complex than
TOD, the question of how to effectively control
LLMs to generate target language outputs remains
an open question for future research.

C Experimental Details

In this section, we describe the experimental setups
for the systems developed in this paper. For spe-
cific implementation details, including the prompts
used in the ICL-based systems, we direct readers
to the actual implementation and documentation of
DIALIGHT.

Table 3 presents the selected hyper-parameters for
the conducted experimental study. All the FT-based
experiments were run on a single A100 80 GiB
GPU and a 32-core vCPU. Notably, the ICL-based
systems deployed in our experimental study ex-
cluded training examples from the prompts. This
decision was based on empirical evidence indicat-
ing that these examples adversely affect system
performance. When tested with 10 ICL examples,
the ICL-GPT-3.5 systems recorded a JGA of 4.3
(↓9.2), an Inform Rate of 31.0 (↓2.0), and a Suc-
cess Rate of 14.0 (↓2.0). We did not conduct a
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Hyper-parameter Value

FT-mT5small

batch size 32
learning rate 1e-3
weight decay 0.01
evaluation per steps 5000
max training steps 50000
context window 10
early stopping patience 2
maximum generation length 512

FT-mT5large

batch size 8
learning rate 1e-3
weight decay 0.01
evaluation per steps 5000
max training steps 50000
context window 10
early stopping patience 2
maximum generation length 512

ICL-GPT-3.5, ICL-LLaMA2, and ICL-OpenChat-3.5

context window 10
number of ICL examples 0 (∗)

Table 3: The hyperparameters for E2E systems and
their constituent models. Both the DST and RG models,
which are based on the same PLM, utilised identical
hyper-parameter setups. To select the optimal model
checkpoint, we employ early stopping and select the one
with the best validation performance, measured by JGA
for DST and BLEU score for RG. Unless explicitly spec-
ified, all other hyper-parameters are set to their default
values as defined in the HuggingFace Transformers. (∗)
Notably, our observations suggest that the introduction
of training examples actually adversely affects model
performance.

hyperparameter search for the number of ICL ex-
amples due to the high costs associated with such
an experiment.

Table 4 lists all the language models we used in this
work, along with their respective checkpoints in the
Huggingface repository and the OpenAI API. Both
the LLaMA2 and OpenChat-3.5 models employed
in this study have 7 billion parameters.

Table 5 shows the time consumption of the models
for the E2E task in the experimental study.

D Additional Results on MULTI3WOZ

In this section, we show supplementary experimen-
tal results to solidify the empirical findings in §4.
Firstly, the evaluation metrics for E2E tasks, such
as Inform Rate and Success Rate, are influenced by
two key outputs of the system: the dialogue state
and the generated response. To assess the impact
of each component on overall system performance,

Model Checkpoint

mT5small google/mt5-small
mT5large google/mt5-large
GPT-3.5 gpt-3.5-turbo-1106
LLaMA2 TheBloke/Llama-2-7B-GGUF
OpenChat-3.5 openchat/openchat_3.5

Table 4: The employed langauge models in our experi-
mental study and their Huggingface or OpenAI Check-
points. We use 7B variants of LLaMA2 and OpenChat-
3.5.

Setup Time Consumption

FT-mT5small

DST training per 500 steps 3:02
RG training per 500 steps 2:27
Inference on full test 9:30

FT-mT5large

DST training per 500 steps 5:09
RG training per 500 steps 5:02
Inference on full test 1:16:00

ICL-GPT-3.5

Inference on 10 dialogues 9:05

ICL-LLaMA2

Inference on 10 dialogues 36:00

ICL-OpenChat-3.5

Inference on 10 dialogues 5:35

Table 5: The average time consumption for the E2E
task. For all FT-based systems, the computation was
performed on a machine equipped with a single A100
80 GiB GPU and a 32-core vCPU. In the case of the
ICL-GPT-3.5 systems, calculations were conducted us-
ing the OpenAI API. Meanwhile, the ICL-LLaMA2
systems were executed on an Intel 13900k CPU and
ICL-OpenChat-3.5 systems were executed on a machine
with an Intel 13900k CPU and a single NVIDIA RTX
4090 GPU.

we conduct an extra experiment where the predic-
tions of each part were individually replaced with
the ground-truth. When substituting the predicted
utterances with ground-truth utterances, the FT-
mT5small systems exhibited a notable improvement,
achieving an average Inform Rate of 85.1 (↑13.3)
and a Success Rate of 66.1 (↑21.5) across four
languages. In contrast, substituting the predicted
dialogue states resulted in a marginal increase, with
the systems attaining an Inform Rate of 72.1 (↑0.3)
and a Success Rate of 43.3 (↑0.7) across the lan-
guages. These findings highlight the critical role
of RG model performance in determining overall
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system performance and the relative insensitivity
of these metrics in evaluating the performance of
DST models.

Table 6 shows the fully supervised performance
of mT5large, LLaMA2, and OpenChat-3.5 models
across DST models, RG models, and E2E systems
on the MULTI3WOZ dataset. It is noteworthy that
the OpenChat-3.5 based systems exhibited a failure
in generating coherent dialogue responses. These
systems consistently repeated the prompts and, in
each utterance, indiscriminately included all the
placeholders. This simplistic method led to inflated
Inform Rate and Success Rate scores, highlighting
the potential vulnerability of these metrics to adver-
sarial strategies, a concern also highlighted by Wu
et al. (2023).
Table 7 presents an analysis of the performance un-
der full supervision for both mT5small and mT5large
models. This evaluation is conducted on a specif-
ically selected subset of 100 dialogues from the
entire test set, consistent with the evaluation setup
applied to all other ICL-based models and systems
in this study. This approach ensures a rigorous
and direct comparability across the discussed ICL-
based models and systems.

E Diagrams and Screenshots

In this section, we present a series of diagrams,
web interface screenshots, and code snippets that il-
lustrate the architectural design and functionalities
of our toolkit.

Figure 2 illustrates the architecture of an E2E dia-
logue system. State-of-the-art E2E TOD systems
typically employ a pipelined approach in the back-
ground, incorporating three key components: a
dialogue state tracking (DST) model, a database
interface, and a response generation (RG) model.

Figure 3 shows the architectural framework of our
human evaluation tool. The underlying infrastruc-
ture of the back-end servers is constructed on the
principles of a microservice architecture.

Figure 4 presents a screenshot capturing the login
page of our human evaluation web interface. This
interface serves as the entry point for evaluators to
access the system.

Figure 5 presents a screenshot capturing the regis-
tration page of our human evaluation web interface.

Figure 6 displays a screenshot of the assignment
page within the human evaluation web interface.

Response Generation Model Retried Data Entries

Database

Dialogue State Tracking 
Model Dialogue State

I am looking for a 
hotel in Cambridge?

Which area are you 
looking for?

Figure 2: An E2E dialogue system contains three key
components: a dialogue state tracking (DST) model, a
database, and a response generation (RG) model. The
DST model processes user utterances with the accumu-
lated dialogue history to predict a dialogue state. This
state is then translated into a database query to extract
data entries relevant to the current dialogue context from
the database. The RG model uses these entries and the
dialogue history to produce the final response.

Back-end Servers

Front-end Website

Web Server

Web Interface

Database
Model 

Connector

Huggingface
Model

OpenAI
Model

LLaMA.cpp
Model

Figure 3: Architectural design of our human evaluation
tool, containing two primary components: a web-based
interface and a cluster of back-end servers. The server
infrastructure is based on a microservice architecture,
segregating each task model into its own independent
service, as highlighted by the dashed yellow background
in the figure. Central to this architecture is the Model
Connector, functioning as an API gateway to manage
and route requests to the appropriate task models. For
example, each fine-tuned DST model is hosted indepen-
dently on a dedicated server. These servers are designed
to be stateless, enabling their shared use across various
systems and dialogue sessions, thereby enhancing effi-
ciency and scalability.

This page is specifically designed for users to carry
out the task of evaluating the dialogue system.

Figure 7 presents detailed screenshots capturing
both the utterance-level and dialogue-level feed-
back forms facilitated by our tool. These feedback
forms are integrated into the assignment page.

Figure 8 presents screenshots of the code to pro-
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Dialogue State Tracking Response Generation End-to-end Modelling
Language

JGA Slot F1 Slot Precision Slot Recall BLEU ROUGE METEOR Inform Rate Success Rate BLEU

FT-mT5large

ENG 18.6 52.5 53.0 52.0 15.8 24.1 27.1 70.1 47.3 15.4
ARA 44.0 78.5 78.3 78.6 7.0 17.4 14.8 67.3 31.4 6.7
FRA 46.8 79.5 79.6 79.5 14.1 25.2 25.8 74.3 44.2 13.6
TUR 48.5 80.2 78.8 81.7 10.6 19.7 19.0 77.7 48.0 10.8
AVG. 39.5 72.7 72.4 73.0 11.9 21.6 21.7 70.1 42.4 11.6

ICL-LLaMA2 (∗)
ENG 1.6 0.0 0.0 0.0 0.1 0.1 0.1 22.0 8.0 0.2
ARA 1.6 0.0 0.0 0.0 0.1 0.0 0.0 23.0 9.0 0.1
FRA 1.6 0.0 0.0 0.0 0.0 0.0 0.0 19.0 9.0 0.0
TUR 1.6 0.0 0.0 0.0 0.0 0.0 0.0 18.0 7.0 0.0
AVG. 1.6 0.0 0.0 0.0 0.1 0.0 0.0 20.5 8.3 0.0

ICL-OpenChat-3.5 (∗) (∗∗)
ENG 1.6 0.0 0.0 0.0 0.0 0.0 0.0 67.0 61.0 0.0
ARA 1.6 0.0 0.0 0.0 0.0 0.0 0.0 67.0 60.0 0.0
FRA 1.6 0.0 0.0 0.0 0.0 0.0 0.0 67.0 60.0 0.0
TUR 1.6 0.0 0.0 0.0 0.0 0.0 0.0 67.0 60.0 0.0
AVG. 1.6 0.0 0.0 0.0 0.0 0.0 0.0 67.0 60.3 0.0

Table 6: Evaluation of fully supervised performance across DST models, RG models, and E2E systems on the
MULTI3WOZ dataset. This table reports the performance metrics for each language, evaluated across different
models. It should be noted that for these metrics, the ground truth score is set at 100, with the exceptions of
the Inform Rate and Success Rate, which are measured as 89.3 ± 0.2 and 68.6 ± 0.2 across the four languages,
respectively. (∗) For practical considerations, the evaluation ICL-based models and systems is limited to a randomly
selected sample of 100 dialogues from the full test set, due to the significant time and resource requirements of a
full-scale evaluation. (∗∗) Additionally, it is noteworthy that the OpenChat-3.5 based systems exhibited a failure
in generating coherent dialogue responses. These systems repetitively echoed the prompts and for each utterance,
generated all the placeholders. This simplistic approach resulted in artificially high Inform Rate and Success Rate
scores, revealing the vulnerability of these metrics to adversarial strategies.

Dialogue State Tracking Response Generation End-to-end Modelling
Language

JGA Slot F1 Slot Precision Slot Recall BLEU ROUGE METEOR Inform Rate Success Rate BLEU

FT-mT5small(∗)
ENG 54.4 83.0 84.6 81.5 18.7 26.5 29.7 66.0 47.0 18.5
ARA 41.9 77.5 79.9 75.3 16.1 30.0 27.4 67.0 43.0 15.8
FRA 42.9 80.3 81.3 79.3 12.9 25.0 25.6 66.0 34.0 13.4
TUR 48.0 81.5 81.1 81.9 22.8 34.6 34.1 75.0 48.0 23.1
AVG. 46.8 80.6 81.7 79.5 17.6 29.0 29.2 68.5 43.0 17.7

FT-mT5large(∗)
ENG 19.1 53.3 55.0 51.6 18.0 25.7 29.0 69.0 49.0 17.8
ARA 41.9 79.1 80.2 78.1 9.2 19.4 17.0 62.0 30.0 9.0
FRA 44.6 80.3 82.1 78.5 13.1 24.4 24.6 77.0 50.0 13.4
TUR 45.2 80.8 80.8 80.8 11.2 20.5 19.7 68.0 28.0 11.4
AVG. 30.2 73.4 74.5 72.3 12.9 22.5 22.6 69.0 39.3 12.9

Table 7: Evaluation of fully supervised performance across DST models, RG models, and E2E systems on the
MULTI3WOZ dataset. This table reports the performance metrics for each language, using both mT5small and
mT5large models. ‘AVG.’ represents the mean average of the evaluation scores aggregated across all four languages.
We note that for these metrics the ground truth score is set at 100, with the exception of the Inform Rate and Success
Rate, which are measured as 89.3± 0.2 and 68.6± 0.2 across the four languages, respectively. (∗) In this table,
the evaluation is limited to a randomly selected sample of 100 dialogues from the full test set, ensuring direct
comparability with other ICL-based models and systems discussed herein.

Figure 4: A screenshot capturing the login page of the
human evaluation web interface.

Figure 5: A screenshot of the registration page.
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Figure 6: A screenshot of the task assignment page.

(a) Utterance Level

(b) Dialogue Level

Figure 7: Our human evaluation tool is designed to
collect user feedback at both the (a) utterance and (b) di-
alogue levels. This tool allows for full customisation of
evaluation questions with minimal programming effort.

duce the prompts for both our ICL-based DST and
RG models.

Figure 9 presents a screenshot of the inference
code for our FT-based E2E systems. The code
is modularised and intentionally designed to be
both simple and fully functional. Our goal is to
facilitate users in acquiring a clear understanding

(a) DST Prompt

(b) RG Prompt

Figure 8: Screenshots of the code to produce the
prompts for our ICL-based (a) DST and (b) RG models
are provided above.

Figure 9: A screenshot of the inference code for our
FT-based E2E systems is provided above. The code
is intentionally designed to be both simple and fully
functional, aiming to assist users in gaining a conceptual
understanding of the TOD task and the implementation
of our system.

of the TOD task, as well as to provide insights into
the implementation of our system.

Figure 10 presents a screenshot of the backend web
server code for our RESTful API for the storage
of human evaluation results. This setup incorpo-
rates a JWT-based authentication system to secure
access. Additionally, it is structured to permit only
authorised users with specific permissions to record
evaluation results in the database.
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Figure 10: A screenshot of the backend web server code
for our RESTful API, designed for storing system eval-
uation results. It features a JWT-based authentication
mechanism to ensure secure access. Furthermore, the
system is configured to allow only users with specific
permissions to save evaluation results to the database,
thereby enhancing data integrity and security.
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