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Abstract 

Large Language Models (LLM) provide significant 

value in question answering (QA) scenarios and have 

practical application in complex decision-making 

contexts, such as biodiversity conservation. However, 

despite substantial performance improvements, they 

may still produce inaccurate outcomes. Consequently, 

incorporating uncertainty quantification alongside 

predictions is essential for mitigating the potential 

risks associated with their use. This study introduces 

an exploratory analysis of the application of Monte 

Carlo Dropout (MCD) and Expected Calibration Error 

(ECE) to assess the uncertainty of generative language 

models. To that end, we analyzed two publicly 

available language models (Falcon-7B and DistilGPT-

2). Our findings suggest the viability of employing 

ECE as a metric to estimate uncertainty in generative 

LLM.  

 

The findings from this research contribute to a broader 

project aiming at facilitating free and open access to 

standardized and integrated data and services about 

Costa Rica’s biodiversity to support the development 

of science, education, and biodiversity conservation. 

1 Introduction 

The signatory countries of the Convention on 

Biological Diversity (CBD) of the United Nations 

(UN) have committed to safeguarding and 
sustainably using the planet's biodiversity (United 

Nations, 1992). However, countries lack 

comprehensive data and the application of 

biodiversity knowledge in decision making has 

been limited (Secretariat of the Convention on 

Biological Diversity, 2020). Much of the required 

data to address this need are in text format and are 

part of the globally available taxonomic literature. 

Taxonomic literature keeps records of the 

planet's biodiversity and gives access to the 

knowledge needed for research and sustainable 

management. The number of publications 

generated is quite large: the corpus of biodiversity 

literature includes tens of millions of figures, 

taxonomic treatments, and other technical 

documents. Unfortunately, most of the taxonomic 

literature is in text format. The Biodiversity 

Heritage Library (Gwinn and Rinaldo, 2009), the 

world’s largest open access digital library for 

biodiversity literature and archives, integrates more 

than 61 million digitized pages. Additionally, our 

local project, that works with data on the 

biodiversity of Costa Rica, has a database with over 

32 thousand records containing information such 

as scientific name, morphological description, 

common names, species distribution, life cycle, 

feeding, reproduction, demography, habitat, 

phenology, behavior, interactions, conservation 

status, and legislation, among other types of 

content. Obtaining highly structured records from 

digitized text has been shown to be complex and 

very expensive (Cui et al., 2021; Mora and Araya, 

2018). Also, there is much left to document. The 

scientific community has described over 1.2 

million species, but studies suggest that 86% of 

existing species on Earth and 91% of species in the 

ocean still await description (Mora et al., 2011). 

The published descriptions synthesize observations 
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Figure 1: An innovative and reliable system 

developed to facilitate free and open access to the 

Costa Rica’s biodiversity data often hindered by its 

textual format. The primary goal is to advance 

science, education, and biodiversity conservation. 
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made by taxonomists over centuries of research 

and include detailed morphological aspects (i.e., 

shape and structure) of species useful to identify 

specimens and to improve information search 

mechanisms. Other tasks include: data analysis of 

species having particular characteristics and 

comparison of species descriptions (Mora et al., 

2023).  

Generative language models are valuable in 

scenarios lacking a predefined answer, notably in 

high-risk and complex contexts like biodiversity 

conservation or medical diagnosis (Doi et al., 

2023). Despite improvements, they may still 

produce inaccuracies. Incorporating uncertainty 

measures with predictions helps mitigate risks in 

decision-making and other applications (Kim et al., 

2022; Jiang et al., 2021).  

Uncertainty estimation refers to the process of 

assessing and quantifying the degree of 

unreliability or lack of confidence associated with 

a particular measurement, prediction, or decision. 

Uncertainty is present in all phases of the machine 

learning pipeline in Natural Language Processing 

(NLP) applications. Uncertainty can originate in 

the acquisition and preprocessing of data (random 

uncertainty) and in the design and training of the 

model (epistemic uncertainty). This gives rise to 

different ways of measuring uncertainty, depending 

on the aspects that are taken into account and the 

application area  (Mena et al., 2021). Uncertainty 

quantification has been identified as a key unsolved 

challenge in LLM for text generation (Kuhn et al., 

2023; Hendrycks et al, 2022; Jiang et al., 2021; 

Amodei et al., 2016). This field of research has 

advanced widely in other application areas such as 

image pattern recognition (Fathullah and Gales, 

2022; Mena et al., 2021; Gal, 2016) or text 

classification (He et al., 2020; Xiao and Yang, 

2018). However, there has been a notable low 

contribution in this field that specifically addresses 

calibration within a regression framework. In the 

field of generative language models, the challenges 

are unique because the outputs are presented in 

free-form text. In language, the semantic content of 

a sentence and its syntax play an important role in 

the meaning and there are many ways to generate a 

correct text (Kuhn et al., 2023).  

Uncertainty estimation enhances decision-

making in biodiversity conservation and other 

areas. In the context of QA models for biodiversity 

conservation, uncertainty quantification is useful to 

determine whether the model’s reply is reliable. If 

the model’s responses are frequently unreliable, 

this might suggest that a re-training or finetuning 

of the model is necessary. Hallucination is a 

frequent shortcoming of LLMs. Uncertainty 

quantification can help to detect whether the LLM 

might be hallucinating. Knowing the model 

uncertainty associated with a response encourages 

responsible use and is essential to building trust in 

users who are aware of the limitations of the 

information provided by the model. 

The main objective of this paper is to present an 

exploratory analysis of the application of MCD and 

ECE to assess the uncertainty of DistilGPT-2 

(Radford et al., 2019) and Falcon-7B (Almazrouei 
et al., 2023). Our results indicate the feasibility of 

utilizing ECE as a metric for assessing uncertainty 

in generative LLM. We evaluate the usage of two 

methods for uncertainty quantification Perplexity 

and MCD. To evaluate the reliability of the 

uncertainty scores, we use the ECE against the 

BERTScore (Zhang et al., 2020) of the generated 

responses compared against a ground truth dataset. 

The findings from this research contribute to a 

broader project aiming at facilitating free and open 

access to standardized and integrated data and 

services about the biodiversity of Costa Rica to 

support the development of science, education, and 

biodiversity conservation (see Figure 1).  

Our contributions can be summarized as follows: 

• An exploratory analysis of the application of 

MCD combined with ECE to assess the reliability 

of uncertainty estimates in generative LLM 

within a closed technical domain. 

• Uncertainty estimation in generative LLM 

applied to biodiversity data represents an 

emerging field of research. Currently, there are no 

publications available in this specific application 

domain. This project aims to contribute insights 

for establishing reliable generative QA models, 

fostering advancements in science, education, 

and biodiversity conservation. 

2 Background  

Recent efforts to assess uncertainty in generative 

LLM have introduced various algorithms. One 

approach, as proposed by Zhou et al. (2024) and 

Lin et al. (2022), involves training a model to 

generate an uncertainty estimate alongside the 

generated text. Another strategy, suggested by 

Kuhn et al. (2023), utilizes clustering techniques to 

estimate uncertainty. In their work, an 
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unsupervised method known as semantic entropy 

is introduced. This method leverages linguistic 

invariances to group texts based on shared 

meanings, offering an uncertainty estimation using 

clustering. In addition, Duan et al. (2023) have 

proposed a method that takes into consideration the 

relevance of tokens within a sentence or the 

relevance of sentences within a text. Their 

approach involves implementing an attention shift 

mechanism that adjusts attention based on the 

importance of tokens or sentences, ultimately 

influencing how uncertainty is estimated in the 

generated language model. 

2.1 Uncertainty estimation 

Uncertainty quantification methods according to 

Mena et al. (2021) can be grouped mainly into 

Monte Carlo Dropout, Ensemble, and Variational 

Inference Methods. 

 

MCD methods estimate the conditional 

probability density by sampling a number of 

evaluations of the model with the same input and 

analyzing the distribution of those evaluations. 

Once this distribution is obtained, it is possible to 

use uncertainty measures such as entropy or 

variance to estimate the uncertainty associated with 

the selected response. In general, the greater the 

entropy or the variance of the probability 

distribution, the greater the uncertainty associated 

with the selected response (Mena et al., 2021).  

 

2.2 Monte Carlo Dropout 

Proposed originally by Gal and Ghahramani 

(2016), this method approximates the conditional 

distribution by sampling 𝑁  evaluations of the 

model 𝑓𝜃𝑖
(𝑥) with a dropout rate 𝑑. An ensemble 

of 𝑁  models 𝑓𝜃1
(𝑥), 𝑓𝜃2

(𝑥), … , 𝑓𝜃𝑁
(𝑥)  is 

evaluated with a different set of randomly 

disabled neurons 𝜃𝑖. In the case of the generative 

QA model, the logits scores for each token 

𝑦𝑖 = 𝑓𝜃𝑖
(𝑥) are used to calculate the variance of 

the conditional distribution (Figure 2). This is 

used as the score 𝑠𝑀𝐶𝐷(𝑥𝑖). 

 

2.3 Model Calibration 

Calibration algorithms are designed to harmonize 

the predicted probabilities or confidence scores 

generated by a model with the real-world results. 

Some calibration metrics includes ECE. ECE is a 

metric commonly used in classification problems 

to assess the calibration of a probabilistic model by 

comparing the predicted probabilities to the true 

outcomes in the following way: 

 𝐸𝐶𝐸 = ∑
𝑛𝑏

𝑁
 |𝑎𝑐𝑐(𝑏) − 𝑐𝑜𝑛𝑓(𝑏)| 𝐵

𝑏=1   (1) 

The measure involves splitting the data into 𝐵 

equally spaced bins, where  𝑛𝑏 corresponds to the 

number of predictions in bin 𝑏 , 𝑁  is the total 

number of data points, and 𝑎𝑐𝑐(𝑏)  and 𝑐𝑜𝑛𝑓(𝑏) 

are the accuracy and confidence of bin b 

respectively. In a regression problem, where 

continuous values are predicted rather than discrete 

classes, it is possible to adapt the concept of 

calibration to assess the accuracy of predictions 

computing the absolute difference between the 

mean predicted value and the mean true value and 

calculate the weighted average of the calibration 

errors across all bins:  

 𝐸𝐶𝐸 = ∑
𝑛𝑏

𝑁
 |𝑎𝑣𝑔(𝑎𝑐𝑐(𝑏)) − 𝑎𝑣𝑔(𝑐𝑜𝑛𝑓(𝑏))| 𝐵

𝑏=1  

 (2) 

Finally we evaluate the computed calibration 

error to determine how well the model's predicted 

probabilities align with the actual outcomes. A 

lower Calibration Error indicates better calibration 

(Naeini, 2015). 

In the context of this work, the confidence is 

meant to be estimated with MCD and perplexity 

methods. As our task at hand is not a classification 

problem, we aim to use the average BertScore 

using the groundtruth as reference for the model 

responses. The ECE then measures the linear 

correlation between the uncertainty score and the 

BERTScore in our case.  

 

 
Figure 2: Diagram illustrating the operation of the 

MCD: each network produces a different output by 

randomly turning off a group of neurons (circles 

with x) in each forward propagation, this simulates 

the effect of an ensemble of models. Multiple 

forward passes with different Dropout settings 

produce a predictive distribution which 

approximates the posterior predictive distribution 

of the original network (image: Van Katwyk et al., 

2023). 
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2.4 Generation Quality 

Evaluating the text generated by a model is 

complex because there is no absolute ground truth.  

The best way to evaluate generated text is with the 

help of humans, but it is costly and does not 

guarantee reproducibility due to the bias introduced 

by individuals and the sampling process (Papineni, 

2002). Some of the most used metrics for 

evaluating the quality of generated text include 

BLEU or Bilingual Evaluation Understudy  

(Papineni, 2002), ROUGE or Recall-Oriented 

Understudy for Gisting Evaluation (Lin, 2004), 

BERTScore, METEOR (Banerjee and Lavie, 

2005), and Self-BLEU (Zhu et al., 2018).  

 

We employ BERTScore as our primary metric 

for evaluating the generated text. BERTScore is a 

metric that leverages BERT embeddings and 

computes cosine similarity for each token in the 

candidate sentence with each token in the reference 

sentence. BERTScore correlates better with human 

judgments and, in some applications, provides 

better performance than existing metrics (Zhang et 

al., 2019). 

 

One of the most used metrics to measure 

confidence in generative language models is 

Perplexity. Perplexity is a measure used to assess 

the quality of text generated by a probabilistic 

model. Quality is usually measured in terms of 

coherence and predictability.  Perplexity quantifies 

how well the model predicts or represents a given 

dataset. The range of this metric is [0, inf). To 

incorporate this metric into the project, the 

obtained results were rescaled to fall within the 

range of [0,1]. The following formula compute the 

perplexity of the generated text:  

 𝑃𝑃𝐿(𝑋) =  𝑒(−
1

𝑡
∑ 𝑙𝑜𝑔𝑝𝜃(𝑥𝑖

𝑡
𝑖 |𝑥𝑗<𝑖))

  (3) 

Perplexity can be thought as how surprised the 

model is when evaluating a token sequence. 

Therefore, it can also be leveraged as an 

uncertainty quantifier. We evaluate its usage 

against MCD. 

3 Methodology 

3.1 Experimental Design 

Dataset: The project database has over 32 

thousand records with species information such as 

scientific name, morphological description, 

common names, species distribution, life cycle, 

feeding, reproduction, demography, habitat, 

phenology, behavior, interactions, conservation 

status, and legislation, among other types of 

contents. The biodiversity related texts are 

currently in the preparation process. Initially, we 

used a database that simulates the complexity of the 

biodiversity conservation project, and then we will 

apply the findings to the biodiversity texts. The 

experiments use the "Explain Like I'm 5" dataset's 

science segment (ELI5Sci). This dataset, 

developed by Facebook AI Research, serves as a 

benchmark for evaluating long-form question 

answering. It encompasses data across a wide 

range of subjects, including science, history, and 

general topics. The science segment has 131,778 

records for training, 2,281 for validation, and  

4,462 for testing (Fan et al., 2019). Creating 

accurate and coherent ELI5-style answers with 

ELI5Sci can be challenging, as it requires a deep 

understanding of the underlying concepts and the 

ability to deliver complex information in a simple 

way. 

 

Models evaluated: Falcon-7B and DistilGPT-2.  

Falcon-7B is a causal decoder-only model built by 
the Technology Innovation Institute (TII). The 

model was trained on 1,500B tokens of 

RefinedWeb (Penedo et al., 2023) enhanced with 

curated corpora (Almazrouei et al., 2023). Falcon-

7B was fine-tuned using Quantization of Low 

Rank Adapters - QLoRA (Dettemers et al., 2023), 

the bitsandbytes library, and Parameter-Efficient 

Fine-Tuning (PEFT) from Hugging Face (Wolf et 

al., 2020) with the ELI5 training dataset (during 

300 global steps, training loss=2.27, validation 
loss=2.35) before performing the experiments and 

the results were saved locally. DistilGPT-2 (short 

 
Figure 3: Project workflow: 1) The first stage 

involves randomly selecting 500 records from the 

ELI5Sci dataset. 2) For the selected records, model 

confidence is calculated using Perplexity and to 

evaluate results, BERTScore is applied. 3) 10 

samples are generated for each selected record. 4) 

Finally, the ECE is calculated. 
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for Distilled-GPT2) is a compact version of the 

original Generative Pre-trained Transformer 2 

(GPT-2) model, developed by Hugging Face. It 

shares the same transformer architecture and is pre-

trained with the supervision of the smallest version 

of GPT-2 (Hugging Face, 2019). DistilGPT-2 was 

fine-tuned with ELI5Sci training dataset (during 6 

epochs, training loss=3.42, validation loss=3.54). 

To perform the planned exploratory analysis, both 

models offer a balance between performance and 

resource requirements. 

 

Hardware: Lenovo Legion 5i, Intel Core i7-

12700, GeForce RTX 3060 (12 GB GDDR6), 

64GB DDR5 RAM. 

3.2 Experiment 

We use the pre-trained checkpoints of DistilGPT-2, 

Falcon-7B, and metrics from Hugging Face. Then 

we fine-tune the models using training data from 

the target dataset along with the validation dataset 

(131,778 records for training, 2,281 validation 

records). 

The goal of the experiment is to estimate the 

model’s uncertainty by applying a sampling-based 

method using MCD to generate multiple different 

predictions and ECE to assess the uncertainty of  

DistilGPT-2 and Falcon-7B fine-tuned with 

ELI5Sci. Furthermore, we evaluate whether it is 

feasible to use Perplexity as a confidence measure 

of the models (a brief example of results is found 

in appendix A). 

 

The stages in the project's workflow, as shown in 

Figure 3,  are the following:  

1. Define the validation dataset ON - The process 

begins with the random selection of 500 

records from the ELI5Sci test segment (for 

reasons of computational power, tests are not 

initially performed on the complete data).  

2. Compute the BERTScore of the model 

responses - These chosen records are then 

used to generate text using Contrastive Search 

 
a. Falcon-7B: Reliability diagram for Perplexity 

 
b. DistilGPT-2: Reliability diagram for 

Perplexity 

Figure 4:  Uncertainty representation method based 

on calibration confidence for Perplexity. a) Falcon-

7B reliability diagram that plots the observed 

probability against the predicted probability 

(Perplexity) for each bin, a perfectly calibrated 

model should have a diagonal line. b) DistilGPT-2 

reliability diagram. 

 
a. Falcon-7B: Reliability diagram for MCD 

 
b. DistilGPT-2: Reliability diagram for MCD 

Figure 5:  Reliability diagrams for MCD for each 

model that plots confidence using MCD against 

predicted probability (without MCD).  
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(Su and Collier, 2022) with both models 

(without MCD) and compute BERTScore to 

evaluate the generated text. 

3. Compute Perplexity as UQ score - Models’ 

confidence is computed using Perplexity.  We 

complement our evaluation with the analysis 

of Perplexity to measure the coherence and 

predictability of the generated text. A high 

Perplexity indicates that the text is very 

unlikely and has coherence issues given the 

vocabulary distribution (Su et al., 2022; 

Holtzman et al., 2020). Therefore, perplexity 

can be thought as an uncertainty quantifier. 

To incorporate this metric into the project, the 

obtained results were rescaled to fall within 

the range of [0,1]. The re-scaling was made 

using the maximum value obtained for all the 

selected samples of the calibration data.  

4. Compute MCD as UQ score - Subsequently,  

each model generates 10 samples for each 

selected record using MCD with a dropout 

rate 𝑑  to compute the model’s accuracy 

(average of BERTScore) and uncertainty 

(variance of Perplexity and BERTScore). The 

dropout rates for both models (Table 1) were 

fine-tuned before the experiment through a 

rigorous evaluation of the generated text 

using BERTScore across various dropout 

rates.  

5. Compute the ECE as the correlation between 
the BERTScore and the UQ - The final stage 

involves assessing the model's calibration by 

computing the ECE, which helps determine 

how closely the model's predicted 

probabilities align with actual outcomes. In 

the context of this project, we implement 

ECE by partitioning the data into 𝐵 equally 

spaced bins. Here, we specify 𝐵 = 10 B, a 

commonly adopted value for binning in such 

analyses. This comprehensive workflow 

serves to analyze and fine-tune the model's 

performance. Figure 4 and Figure 5 show the 

process results. 

4 Results  

Ours findings indicate the feasibility of using ECE 

as a metric for estimating uncertainty in generative 

LLM. The outcomes obtained through perplexity 

and MCD highlight the disparity in text quality 

between DistilGPT-2 and Falcon-7B (Figure 4 and 

Figure 5). Across all experiments, DistilGPT-2 

demonstrates a higher calibration error compared 

to Falcon-7B, with an average ECE using 

Perplexity of 0.2539, as opposed to Falcon-7B, 

which registers an error of 0.0898 (Table 1). The 

ECE values for MCD using BERTScore maintain 

a notable contrast, averaging at 0.2016 for 

DistilGPT-2 and 0.1079 for Falcon-7B. It is 

important to acknowledge that the tokenization 
procedure directly influences the Perplexity of a 

model. This factor should always be considered 

when comparing various models that is why we 

include BERTScore in the analysis. These results 

must be corroborated with experiments involving 

humans. Both Perplexity and MCD tests were 

conducted three times, and the results were 

averaged.  

 

The calibration of the Biodiversity Project 

models not only involves parameters such as 

dropout rate but also parameters related to text 

generation. The quality of the texts generated by 

LLM rely on randomness in the decoding method, 

in particular through penalty alpha, top-k, and top-

p variables that guide the selection of next word.  

The next word generated by a model is selected 

from the top k most probable choices in the model's 

vocabulary given a set of previously generated 

words or from the smallest set of tokens for which 

the cumulative probability exceeds a specified 

value, p. (Radford et al., 2019).  

 

The Biodiversity Project already has a portal that 

provides free and open access to biodiversity data. 

The fine-tune LLM will complement the services 

available on the portal to support the development 
of science, education and biodiversity 

conservation. 

 

For conducting tests with data from the 

Biodiversity Project, we have a cloud-based server 

(4x GPU NVIDIA® T4 and 192 GB RAM or some 

similar configuration) at our disposal, and we plan 

to use an open multilingual LLM with state-of-the-

art performance (e.g. Falcon-40B) for the process. 

Variable DistilGPT-2 Falcon-7B 

Dropout rate 𝑑 

(MCD) 

0.05 0.04 

ECE (PPL) 0.2539 0.0898 

ECE (MCD) 0.2016 0.1079 

Table 1:  Parameters and comparative results by 

model evaluated. 
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5 Conclusion  

Ensuring model calibration is vital as it guarantees 

not only accurate but also reliable probability 

estimates. Our exploratory study gives preliminary 

data on uncertainty estimation in generative 

language models using MCD, Perplexity methods 

for uncertainty quantification, and BERTScore. 

According to the results yielded for the two 

evaluated models, the performance of both 

uncertainty scoring methodologies can be thought 

to be similar. However, more testing is necessary, 

with more replicas and a calibration process using 

a holdout dataset.   Identified areas requiring future 

scrutiny and enhancement include: a) Model 

Selection - The choice of Falcon-7B and 
DistilGPT-2 was constrained by computational 

resources. However, there is a necessity for a 

superior-performing, multilingual, open-source 

language model like Falcon-40B, particularly for 

testing texts written in Spanish. b) The results 

obtained are encouraging; however, it is necessary 

to involve humans in the following experiments of 

the project. c) Evaluating model confidence using 

metrics beyond Perplexity, as suggested by Meister 

and Cotterell (2021), who propose a framework of 

metrics based on language laws. d) Prompt 

Engineering Evaluation - Assess diverse prompt 

strategies designed to improve text generation. 

Limitations 

Our analysis and conclusions have been based 

only on a single language (i.e., English), a single 

dataset (ELI5Sci), and two transformer based 

models (i.e., Distilgpt2 and Falcon-7B).  The 

generalization to other languages, data and 

models is yet to be verified. 

Ethical statement 

The proposed metric for estimating uncertainty is 

currently undergoing research, and additional 

testing is necessary to determine its viability. Its 

premature use may result in misleading or 

inaccurate information, potentially leading to 

adverse effects when incorporated into decision-

making systems. 
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A. Appendix  

Uncertainty Estimation Example 

The main objective of this example is to evaluate whether LLM can handle queries associated with 

scientific names, so we selected a question from the ELI5Sci test dataset to assess whether Falcon-7B 

fine-tuned has the ability to respond to queries associated with scientific names. 

 
Q1) Question: Is there such a thing as endangered plants??? 

 

The best human answer (score 20): Endangered and extinct plants exist, just like animals. An example: the 

Arizona Agave with less than 100 plants alive in 1984. There are also plenty of extinct plants. The reason you 

never hear about them is probably because people care less about plants. They are also often closely related to 

other species which aren't extinct.  

 

Falcon-7B answers 

Responses were generated using Falcon-7B fine-tuned with ELI5Sci. Perplexity and BertScore metrics 

were calculated for the responses. Texts were generated using the following parameters: penalty_alpha 

= 0.1, topk=5, and answer_length = 512. To enhance the diversity of responses, a dropout rate of 0.04 

was applied in some cases. 

Answer Metadata 

1) Yes, there are endangered plants. In fact, there 

are many. Here's an article that lists some of the 

endangered plants in the U.S. The U.S. has a 

program called the Endangered Species Act (ESA) 

which protects endangered plants as well as animals. 

I am sure that there are plants that are endangered in 

other parts of the world as well, but I am not sure. I 

know that the U.S. has some endangered plants. 

There are plants that are endangered because they are 

in danger of extinction, and there are plants that have 

been endangered because their habitats have been 

destroyed by humans. I think the same rules would 

apply as for animals... 

 

Falcon-7B without dropout 

 

Metrics 

Perplexity normalized: 0.0679  

BertScore: 0.8332 

 

2) I've read a few articles on endangered plants, but 

I'm not sure if any have been declared extinct yet or 

not. The closest I've heard is the California 

Redwoods. I believe the last one was chopped down 

about 10 years ago, and scientists are now working to 

try and reestablish them…  

Falcon-7B with dropout of 0.04 

 

Perplexity normalized:  0.0372  

BertScore:  0.7851  

 

3) Yes, there are endangered plants and many are on 

this planet. The biggest problem is the fact that we 

are destroying their habitat,which is the biggest 

reason they are endangered. Also, some species of 

plants are endangered because of the fact that we use 

their parts in medicine and we are taking them away 

from their habitat. There are many endangered plants. 

There is a plant in Australia, known as the Wollemi 

Pine, that has been extinct for over 80 million years, 

yet it has been rediscovered in the wild in Australia. 

This plant is endangered. There are many more, 

however…  

 

Falcon-7B with dropout of 0.04 

 

 

Perplexity normalized: 0.0980  

BertScore: 0.8263 
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Questions associated with scientific names 

These questions were not part of the test dataset, so the BertScore cannot be measured. 

Question Answer Metadata 

Q2)Taking into account your 

scientific knowledge, is the 

species Sequoia sempervirens 

in danger in the wild? 

 Yes, it is. The giant sequoia is 

endangered because of the loss of 

habitat, and the destruction of its 

forests. The giant sequoia is also 

endangered because it is being killed 

by bark beetles and other pests… 

 

Falcon-7B without dropout 

 

Perplexity normalized: 0.0414 

 

Q3) Taking into account your 

scientific knowledge, is the 

species Wollemia nobilis in 

danger in the wild? 

Wollemia Noblis is an ancient 

species of fern which only grows in 

one place in the world (Australia) 

and it is very rare. There is no 

danger in the wild, it is protected. It's 

a very interesting and important 

species for palaeontologist because 

we know very little about it, but it 

could be a clue for understanding the 

evolution of fern. It is very important 

for palaeontologist, but it is very rare 

so there's no danger for the species. 

Wollemia nobilis, is a species of 

fern. It is the oldest known fern, and 

is found in one place in the world - 

Australia. The species is endangered 

because of its habitat being 

destroyed. 

Falcon-7B without dropout 

 

Perplexity normalized: 0.0504 

Q4)Taking into account your 

scientific knowledge, is the 

species Amazilia boucardi in 

danger in wild?  

Amazilia boucardi is a species that is 

not listed on the IUCN Red List. It is 

classified as Least Concern. The 

Amazilia boucardi population is 

considered stable, with a high 

reproductive potential. It is not 

affected by poaching. Amazilia 

boucardi is not in danger in the wild. 

Falcon-7B without dropout 

 

Perplexity normalized: 0.1257 

 

 

The initial three model answers demonstrate good 

quality, with an acceptable BertScore alongside 

low perplexity. Additionally, in responses 2) and 3), 

we can see that the model uses two species as 

examples of endangered plants (California 

Redwoods and Wollemi Pine). However, the model 

does not use the scientific names of the species; 

instead, it uses their common names. 

We conducted the experiment to evaluate the 

model's ability to answer questions regarding the 

conservation status of various species using their 

scientific names. Initially, we queried the model 

about species it had previously referenced by their 

common names in responses 2) (California 

Redwoods) and 3) (Wollemi Pine). Subsequently, 

we presented the model with a question about an 

exceedingly rare species endemic to Costa Rica 

(i.e. only found within the borders of Costa Rica), 

known to be endangered. The experiment results 

were interesting: a) regarding the species for which 

the model had knowledge of the conservation 

status associated with the common name, the 

model was able to use that data correctly. b) 

Regarding the species Amazilia boucardi, the 

model likely did not have much information, 

resulting in an incorrect response and a higher 

perplexity metric compared to the other two 

species (i.e., Sequoia sempervirens and Wollemia 

nobilis). 
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