A School Student Essay Corpus for Analyzing Interactions of Argumentative Structure and Quality

Maja Stahl¹, Nadine Michel¹, Sebastian Kilsbach¹, Julian Schmidtke¹, Sara Rezat², and Henning Wachsmuth¹
¹Leibniz University Hannover, Institute of Artificial Intelligence
²Paderborn University, Institute for German Language and Comparative Literature

Abstract

Learning argumentative writing is challenging. Besides writing fundamentals such as syntax and grammar, learners must select and arrange argument components meaningfully to create high-quality essays. To support argumentative writing computationally, one step is to mine the argumentative structure. When combined with automatic essay scoring, interactions of the argumentative structure and quality scores can be exploited for comprehensive writing support. Although studies have shown the usefulness of using information about the argumentative structure for essay scoring, no argument mining corpus with ground-truth essay quality annotations has been published yet. Moreover, none of the existing corpora contain essays written by school students specifically. To fill this research gap, we present a German corpus of 1,320 essays from school students of two age groups. Each essay has been manually annotated for argumentative structure and quality on multiple levels of granularity. We propose baseline approaches to argument mining and essay scoring, and we analyze interactions between both tasks, thereby laying the ground for quality-oriented argumentative writing support.

1 Introduction

Writing argumentative texts, in particular argumentative essays, constitutes an essential part of school students’ writing education. However, learning to write arguments of high quality can be challenging (Zhu, 2001; Ferretti et al., 2007; Peloghitis, 2017; Alexander et al., 2023). It requires various skills, from writing fundamentals, such as syntax and grammar, to argumentation-specific skills, such as meaningfully organizing and structuring arguments and counter-considerations (Rezat, 2011). This takes time and effort to master (Ka-kan-dee and Kaur, 2014; Dang et al., 2020). Given teachers’ limited time to give students feedback on their writing, automatic argumentative writing support could benefit students as it offers guidance at their own pace and convenience (Wambgsanss et al., 2022a).

Argumentative writing support systems employ argument mining to analyze input texts (Stab, 2017; Wambgsanss and Niklaus, 2022; Weber et al., 2023), that is, computational methods that identify argumentative components and their relations. Common components are major claim (main standpoint of the text, also known as thesis), claim (controversial statement), and premise (reason for justifying or refuting the claim) along with their argumentative relations support and attack. This knowledge enables the systems to give feedback on the structure of a text, e.g., by highlighting unwarranted claims (Stab and Gurevych, 2017a), or by analyzing the number of argumentative components quantitatively (Stab and Gurevych, 2017a; Wambgsanss and Niklaus, 2022; Weber et al., 2023).

Unlike argument mining, automated essay scoring explicitly evaluates essay quality, either holis-
Combining argument mining with essay scoring may enable support systems to give students comprehensive feedback on their writing. In addition, it helps identify how different argumentative structures influence the overall essay quality and which structures are common for different levels of quality (Wachsmuth et al., 2016). However, student essay corpora for argument mining are scarce and do not include ground-truth essay quality annotations (Stab and Gurevych, 2017a). Moreover, no corpus with structure annotations for essays written by school students has been published yet.

To fill this research gap, we present a German corpus of 1,320 school student essays with manual annotations for argumentative structure and essay quality. The essays have been systematically selected from an existing corpus (Becker-Mrotzek and Grabowski, 2018), equally distributed over two age groups (fifth-graders and ninth-graders) and binary genders, three per student. We present an extensive annotation scheme focused on school student essays that covers argumentative structure on four levels of granularity as well as five essay quality aspects, as shown in Figure 1. To achieve consistent annotations, we developed annotation guidelines in close dialogue with our expert annotators from the field of language education. This led to high agreement between the annotations.

Our analyses of the corpus provide various insights into the correlation between the different levels of argumentative structure and essay quality, as well as the interaction between these two types of annotation. We experiment with fine-tuned transformers and adapters as baseline approaches to mining argumentative structure and scoring essay quality. Moreover, we demonstrate that the information on argumentative structure helps predicting the essay quality, which is in line with what previous studies showed on other corpora (Wachsmuth et al., 2016; Beigman Klebanov et al., 2016; Nguyen and Litman, 2018). This result underlines the usefulness of our corpus annotations for quality-oriented argumentative writing support.

More explicitly, this work aims to answer (i) how the argumentative structure and essay quality of school student essays can be modeled, (ii) how different levels of argumentative structure and essay quality correlate for school student essays, and (iii) how this correlation can be exploited to automatically score the essay quality.

Altogether, this paper’s main contributions are:

- A corpus for studying argumentative structure and essay quality on school student essays
- Empirical insights into the interactions of argumentative structure and essay quality
- Baseline approaches to argument mining and essay scoring

2 Related Work

Argumentative writing is a key capability that is taught in school across age groups and disciplines (Becker-Mrotzek et al., 2010; Rezat, 2011). A common educational form of argumentative text is the essay, where school students should introduce a thesis, to which they provide pro and con arguments, and finally conclude (Townsend et al., 1993; Schröter, 2021). The components of an argumentative text take on different roles (e.g., claim or premises), and they may operationalize different actions (e.g., conceding or reasoning) (Feilke, 2017). Learning to write argumentative text is complex and requires continuous and detailed feedback (Kellogg et al., 2010; Wambsganss et al., 2022b).

Analyzing the argumentative structure of texts computationally, also known as argument(ation) mining, is a crucial and widely-studied step in providing automatic support for argumentative writing (Stede and Schneider, 2019). Student essays are a prominent domain for argument mining. A respective annotated corpus of 402 English student essays is available (Stab and Gurevych, 2017a), for which also quality issues such as insufficient claim support have been modeled (Stab and Gurevych, 2017b; Gurcke et al., 2021). Additionally, student corpora are available for more specific domains, such as argumentative legal texts (Weber et al., 2023), persuasive peer reviews on business models (Wambsganss et al., 2020), and business model pitches (Wambsganss and Niklaus, 2022).

Some research has used argumentative structure to assess essay quality. In consecutive works, Persing et al. (2010) and Persing and Ng (2013, 2014, 2015) graded different argumentation-related quality aspects for the well-known essay corpus ICLE.

1Our corpus and experiment code can be found under: https://github.com/webis-de/NAACL-24.
(Granger et al., 2009), namely organization, thesis clarity, prompt adherence, and argument strength. In contrast, Horbach et al. (2017) targeted different quality aspects of argumentative writing at once. Some works further investigated the intersection between argumentative structure and essay quality. Wachsmuth et al. (2016) found that multiple argumentation-related essay scoring tasks benefit from argument mining, underlining the impact of argumentative structure on essay quality. The analyses by Beigman Klebanov et al. (2016) and Nguyen and Litman (2018) suggest that this finding also holds for predicting holistic essay scores, while Persing et al. (2010) observed similar for the quality aspect organization. However, these studies relied on automatically assigned quality scores only, due to the lack of ground-truth annotations.

In a related line of research, approaches have been proposed to suggest revisions for argumentative essays (Afrin and Litman, 2018), to assess the need for and the quality of revisions (Skitalinskaya and Wachsmuth, 2023; Liu et al., 2023), as well as to perform argument revisions computationally (Skitalinskaya et al., 2023). Other works towards writing support for argumentative essays presented a prototypical system that gives simple feedback in terms of missed criteria (Stab, 2017), design principles for an adaptive learning tool (Wambgsass and Rietsche, 2019), visual feedback to the learner to prompt them to repair broken argument structures (Wambgsass et al., 2022a), or point to enthymematic gaps in arguments and make suggestions on how to fill these gaps (Stahl et al., 2023). Most recently, Britner et al. (2023) proposed a tool that not only analyzes issues with argument quality but also generates an explanation for its prediction. Our corpus supports these steps towards support systems for argumentative writing by providing detailed ground-truth annotations for both the argumentative structure and the quality of essays.

However, all the works mentioned deal with texts written by university students, while our work targets argumentative essays written by school students, fifth-graders and ninth-graders specifically. To the best of our knowledge, the only other published corpora with school student essays is not openly available (Correnti et al., 2013) and has been analyzed for essay-level quality aspects only, such as the integration of evidence (Rahimi et al., 2014) and the essay’s organization (Rahimi et al., 2015). We recently came across another school student essay corpus in English with annotations for argumentative structure and quality, which has yet to be published.² We go beyond in this work by assessing the quality of school student essays in terms of five aspects derived from language education literature while incorporating their interaction with annotated argumentative structures. This may foster the development of effective methods for helping school students improve their argumentative writing skills.

3 School Student Essay Corpus

This section presents the source data and annotation of our corpus for analyzing the argumentative structure and quality of school student essays.

3.1 Source Data

As the basis, we systematically selected 1,320 German school student essays from the FD-LEX corpus (Becker-Mrotzek and Grabowski, 2018).³ The authors instructed students to each write three argumentative essays on topics pertinent to school students: (a) a letter to school funding organization on possible use of funding, (b) a statement on how to deal with the misbehavior of a fellow student, (c) a statement on who is guilty in a bike accident.

We seek to enable analyses of differences across different groups of school student essays on the corpus. Therefore, we pseudo-randomly chose 440 school students equally distributed across genders (only male and female exist in the corpus) and age groups (fifth-graders and ninth-graders). Subsequently, we included all three essays written by each selected school student from the source data.

3.2 Annotation Scheme

Our annotation scheme goes beyond existing corpora for argument mining, covering the macro and micro structure of argumentative essays on four levels in total. In addition, we evaluate the quality of the essays overall and in terms of four quality aspects. Figure 2 overviews our annotation scheme.

Argumentative Structure On the broadest level of granularity for argumentative structure, we annotate discourse functions (Persing et al., 2010):

²The unpublished pre-print is available at https://zenodo.org/records/8221504.
³Essays and metadata (grade, school form, age, gender, language background, and age group) are available here: https://fd-lex.uni-koeln.de
Figure 2: Proposed annotation scheme for argumentative school student essays: Four levels of argumentative macro and micro structure (discourse functions, arguments, components, discourse modes) and five essay quality aspects.

- **Introduction.** Initiates an essay by presenting the topic and possibly the context of an essay. This section is usually non-argumentative and placed at the beginning of an essay.

- **Body.** Core of the essay, containing the majority of argumentative components.

- **Conclusion.** Summary of main points, often with a final evaluation of the topic. This section is typically found at the end of the essay.

Next, we annotate **arguments** that comprise one point in an argumentative text, following Walton et al. (2008). We differentiate them by stance towards the main standpoint (thesis) of an essay:

- **Argument.** Ideally a claim (conclusion) and premises (reasons) supporting the claim.

- **Counter-argument.** An argument that attacks the thesis of an essay.

For analyzing the micro structure, we annotate argumentative and non-argumentative **components.** As Stab and Gurevych (2017a), we also mark support and attack relations between them (see Figure 2):

- **Topic.** Non-argumentative component that describes the subject or purpose of the essay.

- **Thesis.** Main standpoint of the whole argumentative text towards the topic. Repetitions of the thesis are also annotated as such.

- **Antithesis.** Thesis contrary to the actual thesis.

- **Modified Thesis.** Modified version of the actual thesis (e.g., more detailed or restricted).

- **Claim.** Statement that conveys a stance towards the topic.

- **Premise.** Reason that is given to support or attack a claim or another premise.\(^4\)

On the finest level of granularity, we annotate **dis- course modes** (Smith, 2003) specific to school student essays. They are derived from language education literature, where they are used for developing and analyzing argumentative writing skills (Gätje et al., 2012; Rezat, 2018; Feilke and Rezat, 2021):

- **Comparing.** Contrasting supporting and attacking points to a statement.

- **Conceding.** Addressing a counter-consideration and refuting it to support the own stance.

- **Concluding.** Drawing logical inferences using consecutive or final clauses (so that, if... then).

- **Describing.** Providing additional information, such as facts, statistics, and background data.

- **Exemplifying.** Providing examples or reporting on experiences.

- **Instructing.** Providing explicit instructions that recommend a specific course of action.

- **Positioning.** Expressing the own standpoint.

- **Reasoning.** Providing causal links to support a claim/thesis using markers (because, then).

- **Referencing.** Mentioning statements made by others, for example, by authorities.

- **Qualifying.** Presenting a variation of the all-or-nothing standpoints.

**Essay Quality** As Persing et al. (2010), we score essay quality on a 7-point scale from 1 (unsuccessful), 2 (rather unsuccessful), 3 (rather successful) to 4 (completely successful), with half points in between. We adapted the quality aspects of Kruse et al. (2012) for assessing school student essays in general to argumentative essays as follows:

- **Relevance.** The essay fits the prompt.

- **Content.** The selection of content helps to reach the essay’s goal.

---

\(^4\)The components in our annotation scheme are similar to those of Stab and Gurevych (2017a). We added antithesis and modified thesis to reflect the changes in position in the essays.
• **Structure.** The selected points are coherent and well-connected.

• **Style.** The use of language is adequate.

• **Overall.** The overall impression of the rater.

### 3.3 Annotation Process

We underwent the following process for both argumentative structure and essay quality:

To test and refine our annotation guidelines, we conducted pilot studies in which all annotators worked on the same 30 texts. We then discussed their understanding of the guidelines and annotation differences. We integrated their feedback into the guidelines to then test the reliability of the annotations in an inter-annotator agreement (IAA) study, where all annotators independently worked on the same 120 texts. Finally, each annotator annotated a set of 1,200 essays in the main annotation study.

As annotators, we employed experts in German language education from our lab and started the pilot and IAA studies on argumentative structure with three annotators. For the main part, only the two annotators with the most reliable annotations proceeded. The same annotators then annotated the essay quality, since they had already been trained in argumentative texts and our general procedure. However, we acknowledge that the annotators may have been predisposed to view essays in a certain way after the first annotation.

To assemble the final corpus, we combined the 1200 essays from the main study with the 120 essays from the IAA study after solving annotation conflicts. For conflicts between the three structure annotations per IAA essay, we kept the annotations that had the highest agreement across all levels with the other two. For conflicts between essay quality scores, we used their mean as the final score.⁵

### 3.4 Inter-Annotator Agreement

For the components, we follow Stab and Gurevych (2017a) in that we evaluate the agreement per essay at the token level, so the token labels are the unit of analysis. Thereby, overlaps of annotations are taken into account. For relations, we determined the component-level spans that at least two annotators agreed on with a relative overlap ≥ 75%. For all pairs of these, we then compared the relation labels (no relation, support, or attack) between the annotators. The mean Krippendorff’s α scores over the 120 IAA essays are reported in Table 1. For essay quality, we computed the α-value per quality aspect with essays as the unit of analysis.

The agreement is high for argumentative structure spans with values between 0.74 and 0.89. The agreement for relations is lower but reasonable, given that disagreement from the components annotations is propagated to the relations. The agreement for essay quality is also high, too, ranging from 0.77 to 0.95. Overall, we conclude that the annotations can mostly be seen as very reliable. Content and style quality annotations are very consistent between annotators, while assessing the relevance and structure seems slightly more subjective.

### 3.5 Corpus Statistics

Table 2 gives insights into the label distribution for argumentation structure. **Body** occurs most frequently among the discourse functions (1,335 times). With 56.75 tokens on average, bodies are also notably longer than introductions and conclusions. On the argument level, we note that counter-arguments are rather sparse in student essays. Among the components, **claims** are most frequent in total and per essay, followed by theses. Furthermore, we notice that modified theses are usually longer than theses, which matches our expectation that students add more details or restrictions to the thesis there. The most used discourse modes are positioning, describing, and reasoning, while referencing, comparing, and exemplifying occur rarely. Notable are also the differences in span length, e.g. positioning spans have on average only about half as many tokens as comparing spans.

Table 3 gives the frequency of annotated relations in our corpus. Most relations outgoing from **claims** are directed towards **theses** (92.6%), while most relations outgoing from **premises** are directed towards **claims** (85.8%). Overall, 96.2% of the re-

<table>
<thead>
<tr>
<th>Argumentative Structure</th>
<th>α</th>
<th>Essay Quality</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discourse Functions</td>
<td>0.89</td>
<td>Relevance</td>
<td>0.77</td>
</tr>
<tr>
<td>Arguments</td>
<td>0.86</td>
<td>Content</td>
<td>0.95</td>
</tr>
<tr>
<td>Components</td>
<td>0.81</td>
<td>Structure</td>
<td>0.84</td>
</tr>
<tr>
<td>Discourse Modes</td>
<td>0.74</td>
<td>Style</td>
<td>0.92</td>
</tr>
<tr>
<td>Relations</td>
<td>0.58</td>
<td>Overall</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 1: Krippendorff’s α agreement in the IAA study between three annotators for argumentative structure and two annotators for essay quality. The high values stress the high reliability of our annotations.

---

⁵We rounded down to the next valid quality score for low values (< 2.5) and rounded up for high values (> 2.5) to prevent an upward distortion of the distribution.
Table 2: Argumentative structure annotations in the corpus: Total number of spans and tokens per label, average span length in number of tokens (Tokens/Span) and average number of spans per essay (Spans/Essay). The highest value per column and level is marked bold.

<table>
<thead>
<tr>
<th>Label</th>
<th># Spans</th>
<th># Tokens</th>
<th>Tokens/Span</th>
<th>Spans/Essay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction</td>
<td>114</td>
<td>2329</td>
<td>20.43</td>
<td>0.09</td>
</tr>
<tr>
<td>Body</td>
<td>1335</td>
<td>75766</td>
<td>56.75</td>
<td>1.01</td>
</tr>
<tr>
<td>Conclusion</td>
<td>191</td>
<td>2938</td>
<td>15.38</td>
<td>0.14</td>
</tr>
<tr>
<td>Argument</td>
<td>2692</td>
<td>51560</td>
<td>19.15</td>
<td>2.04</td>
</tr>
<tr>
<td>Counter-arg.</td>
<td>34</td>
<td>514</td>
<td>15.12</td>
<td>0.03</td>
</tr>
<tr>
<td>Topic</td>
<td>101</td>
<td>1656</td>
<td>16.40</td>
<td>0.08</td>
</tr>
<tr>
<td>Thesis</td>
<td>1687</td>
<td>19581</td>
<td>11.61</td>
<td>1.28</td>
</tr>
<tr>
<td>Modified T.</td>
<td>267</td>
<td>4490</td>
<td>16.82</td>
<td>0.20</td>
</tr>
<tr>
<td>Antithesis</td>
<td>14</td>
<td>174</td>
<td>12.43</td>
<td>0.01</td>
</tr>
<tr>
<td>Claim</td>
<td>3137</td>
<td>39096</td>
<td>12.46</td>
<td>2.38</td>
</tr>
<tr>
<td>Premise</td>
<td>1020</td>
<td>12533</td>
<td>12.29</td>
<td>0.77</td>
</tr>
<tr>
<td>Comparing</td>
<td>20</td>
<td>431</td>
<td>21.55</td>
<td>0.02</td>
</tr>
<tr>
<td>Conceding</td>
<td>142</td>
<td>2874</td>
<td>20.24</td>
<td>0.11</td>
</tr>
<tr>
<td>Concluding</td>
<td>868</td>
<td>11654</td>
<td>13.43</td>
<td>0.66</td>
</tr>
<tr>
<td>Describing</td>
<td>1692</td>
<td>22258</td>
<td>13.15</td>
<td>1.28</td>
</tr>
<tr>
<td>Exemplifying</td>
<td>63</td>
<td>926</td>
<td>14.70</td>
<td>0.05</td>
</tr>
<tr>
<td>Instructing</td>
<td>176</td>
<td>2174</td>
<td>12.35</td>
<td>0.13</td>
</tr>
<tr>
<td>Positioning</td>
<td>1758</td>
<td>19178</td>
<td>10.91</td>
<td>1.33</td>
</tr>
<tr>
<td>Reasoning</td>
<td>1553</td>
<td>17204</td>
<td>11.08</td>
<td>1.18</td>
</tr>
<tr>
<td>Referencing</td>
<td>16</td>
<td>197</td>
<td>12.31</td>
<td>0.01</td>
</tr>
<tr>
<td>Qualifying</td>
<td>147</td>
<td>2344</td>
<td>15.95</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 3: Absolute and relative frequency of annotated relations outgoing from claim (left) or premise (right).

<table>
<thead>
<tr>
<th>From Claim to</th>
<th>#</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis</td>
<td>2844</td>
<td>92.6</td>
</tr>
<tr>
<td>Modified Thesis</td>
<td>218</td>
<td>7.1</td>
</tr>
<tr>
<td>Antithesis</td>
<td>9</td>
<td>0.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>From Premise to</th>
<th>#</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis</td>
<td>6</td>
<td>0.6</td>
</tr>
<tr>
<td>Claim</td>
<td>872</td>
<td>85.8</td>
</tr>
<tr>
<td>Premise</td>
<td>138</td>
<td>13.6</td>
</tr>
</tbody>
</table>

4 Analysis

This section reports on our corpus analysis of the interaction between the argumentative structure on micro vs. macro level and component vs. discourse mode level, and the different essay quality aspects.

4.1 Macro vs. Micro Structure

Figure 3(a) shows the overlap between macro structure (discourse functions and arguments) and micro structure (components and discourse mode) labels. The introduction mainly includes the topic (68%), while every second token in the body is a claim on average. The thesis cooccurs with all three discourse functions. We see that the proportion of claims and premises differs for arguments and counter-arguments. Counter-arguments contain more claim tokens than arguments, while fewer counter-argument tokens are part of a premise.

The usage of discourse modes differs between the macro-structure levels, too. In the introduction, students mostly describe (68%) and position (24%). The discourse modes are more diverse for the body, also including a notable portion of reasoning. As expected, in the conclusion, students focus more on concluding. While describing and reasoning are prevalent in arguments and counter-arguments, a notable portion of argument tokens is used for concluding. At the same time, more conceding and...
We treat argument mining as a token classification task. This is expected, since especially in counter-arguments other points of view should be varied or refuted.

4.2 Components vs. Discourse modes

The cooccurrences between components and actions can be seen in Figure 3(b). While the topic is mostly described (90%) and the thesis consists primarily of positioning (85%), the remaining components include more diverse discourse modes. In contrast to theses, modified theses also feature describing and qualifying tokens, while antitheses additionally cover conceding and concluding. Claims and premises mainly cooccur with describing, reasoning, and concluding. However, the proportions differ slightly. The cooccurrence matrix between all structure labels can be found in Appendix A.

4.3 Essay Quality

To further assess the interaction between the quality aspects, Table 5 shows all pairwise Kendall’s τ correlations. All aspects correlate most with overall quality, most strongly relevance (.75). The correlation between content and style is lowest (.41), which underlines their distinctive nature.

5 Experiments

This section presents baseline approaches to the two main tasks our corpus enables: Predicting the argumentative structure (argument mining) and the essay quality (essay scoring). Additionally, we investigate whether information about the argumentative structure helps to predict the essay quality.

5.1 Argument Mining

We treat argument mining as a token classification task: Given a school student essay and a structure level, predict the label of each token on that structure level. The IOB2 format is used for the labels to separate adjacent spans of the same type. We performed 5-fold cross-validation for each structure level. For each folding, we used four folds (80%) for training and divided the fifth fold in half: one half (10%) for selecting the best-performing checkpoint in terms of macro-averaged F1-score, and the remaining half (10%) for testing.

Models We used the multilingual model mDeBERTaV3 (He et al., 2023) (microsoft/mdeberta-v3-base) from Huggingface (Wolf et al., 2020). Besides, we tested the effect of training adapters (Houlsby et al., 2019), a set of task-specific parameters that are added to every transformer layer of mDeBERTaV3 and fine-tuned on the task while the model weights are fixed. To quantify the impact of learning, we compare against a random baseline that chooses a token label pseudo-randomly and a majority baseline that always predicts the majority token label from the training set. As upper bound, we report the human performance in terms of the average of each annotator in isolation on the 120 IAA texts annotated by all annotators.

Experimental Setup We train mDeBERTaV3 for 30 epochs (1,980 steps) using the suggested hyperparameter values: a learning rate of 3e−5, batch size 16, and 500 warmup steps. For mDeBERTaV3-adapter, we follow Pfeiffer et al. (2020) who recommend to use a higher learning rate of 1e−4 and train longer, here 50 epochs (3,300 steps).

Results Table 6 presents the token classification results for all levels of argumentative structure, averaged over all folds. Noteworthy, mDeBERTaV3-adapter outperforms training the whole model (mDeBERTaV3) in all cases. Given that the F1-scores improve more than the accuracy, the

![Table 5: Kendall’s τ correlation between the quality aspects. The highest value per column is marked bold.](image)

![Table 6: Argument mining results: Macro F1-score and accuracy of each approach in 5-fold cross-validation on all four argumentative structure dimensions. The best value per column is marked bold.](image)
adapters seem less prone to overfitting to the majority label. This learning success suggests the possibility of predicting all argumentative structure levels on our corpus. However, further improvements using more advanced approaches are expected.

5.2 Essay Scoring

We treat predicting the essay quality as a text classification task: Given a school student essay and a quality aspect, predict the corresponding quality score. As before, we performed 5-fold cross-validation for each quality aspect using the same folds. We selected the best-performing checkpoint on the validation set using quadratic weighted kappa (QWK), the most widely adopted metric for automatic essay scoring (Ke and Ng, 2019).

Models We adopted the previous approaches by changing the head to a text classification head. To analyze the interaction between argumentative structure and essay quality, we employed AdapterFusion (Pfeiffer et al., 2021), a multi-task learning framework that can be used to investigate relations between different dimensions by learning how to combine model weights with one or more adapters. We used the mDeBERTaV3-adapters trained on argumentative structure from the previous experiment. As the final adapter, we chose the one trained on the folding that performed most representative for all folds (F1-score closest to the reported averaged F1-score across folds). To measure the impact of each level of argumentative structure on the scoring performance, we used each adapter individually and a combination of all of them.

Experimental Setup The experimental setup for mDeBERTaV3 and mDeBERTaV3-adapter was adopted from before. For training the AdapterFusion, we followed Pfeiffer et al. (2021) to use a learning rate of 5e − 5 and trained shorter than the adapters, in our case for 20 epochs (1,320 steps).

Results Table 7 shows the scoring results. All models outperform the lower-bound baselines (random and majority), suggesting that the quality scoring can be learned from our corpus. Furthermore, fusing all adapters trained on argumentative structure (mDeBERTaV3-fusion-w/-all) performs best for three out of five quality aspects, significantly beating mDeBERTaV3-adapter in predicting overall quality.8 This underlines the need for all four levels of argumentative structure together in order to improve scoring overall quality (0.686 vs. 0.648). In addition, using only the adapter trained on the component level (mDeBERTaV3-fusion-w/-components) helps to significantly improve over mDeBERTaV3-adapter in predicting relevance (0.600 vs. 0.564), indicating an interaction between the structure on component level and this quality aspect. QWK scores greater or equal to 0.6 suggest substantial agreement between the predicted and ground-truth quality scoring of essays.

AdapterFusion Activations AdapterFusion extracts information from adapters only if they benefit the target task. Similar to Falk and Lapesa (2023), we visualize the average activations of our model mDeBERTaV3-fusion-w/-all over the layers in Figure 4 to investigate the influence of each level of argumentative structure on the quality scoring. All adapters are activated fairly evenly for all quality aspects, with slight deviations. This aligns with our previous results and underlines that all annotated

### Table 7: Essay scoring results: QWK of each approach in 5-fold cross-validation on all five quality dimensions. The best value per column is marked bold. We mark significant gains over mDeBERTaV3-adapter at $p < .05$ with †.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Relevance</th>
<th>Content</th>
<th>Structure</th>
<th>Style</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>−0.013 ± 0.084</td>
<td>−0.011 ± 0.071</td>
<td>−0.014 ± 0.073</td>
<td>0.017 ± 0.084</td>
<td>−0.004 ± 0.083</td>
</tr>
<tr>
<td>Majority</td>
<td>0.000 ± 0.000</td>
<td>0.000 ± 0.000</td>
<td>0.000 ± 0.000</td>
<td>0.000 ± 0.000</td>
<td>0.000 ± 0.000</td>
</tr>
<tr>
<td>mDeBERTaV3</td>
<td>0.530 ± 0.069</td>
<td>0.295 ± 0.109</td>
<td>0.513 ± 0.044</td>
<td>0.492 ± 0.059</td>
<td>0.616 ± 0.040</td>
</tr>
<tr>
<td>―adapter</td>
<td>0.564 ± 0.018</td>
<td>0.431 ± 0.098</td>
<td>0.575 ± 0.038</td>
<td>0.579 ± 0.077</td>
<td>0.648 ± 0.054</td>
</tr>
<tr>
<td>-fusion-w/-discourse-functions</td>
<td>0.599 ± 0.043</td>
<td>0.381 ± 0.134</td>
<td>0.559 ± 0.036</td>
<td>0.569 ± 0.069</td>
<td>0.668 ± 0.049</td>
</tr>
<tr>
<td>-fusion-w/-arguments</td>
<td>0.593 ± 0.030</td>
<td>0.448 ± 0.105</td>
<td>0.575 ± 0.019</td>
<td>0.581 ± 0.054</td>
<td>0.668 ± 0.036</td>
</tr>
<tr>
<td>-fusion-w/-components</td>
<td>0.600 ± 0.025</td>
<td>0.437 ± 0.137</td>
<td>0.543 ± 0.044</td>
<td>0.585 ± 0.053</td>
<td>0.663 ± 0.046</td>
</tr>
<tr>
<td>-fusion-w/-discourse-modes</td>
<td>0.544 ± 0.028</td>
<td>0.420 ± 0.118</td>
<td>0.535 ± 0.041</td>
<td>0.583 ± 0.064</td>
<td>0.645 ± 0.023</td>
</tr>
<tr>
<td>-fusion-w/-all</td>
<td>0.574 ± 0.039</td>
<td>0.454 ± 0.142</td>
<td>0.546 ± 0.013</td>
<td>0.617 ± 0.057</td>
<td>0.686 ± 0.031</td>
</tr>
<tr>
<td>Human</td>
<td>0.636 ± 0.055</td>
<td>0.632 ± 0.003</td>
<td>0.734 ± 0.007</td>
<td>0.766 ± 0.005</td>
<td>0.746 ± 0.003</td>
</tr>
</tbody>
</table>

---

8We use Wilcoxon signed-rank tests at $p < .05$ for testing the significance.
structure levels are helpful for quality scoring. The activations per layer can be found in Appendix B.

6 Conclusion

Argumentative writing support of school students presupposes that the quality of their arguments can be assessed. Until now, no argument mining corpus with school student essays has been published, let alone any essay corpus with both argument and quality annotations. With this work, we fill both research gaps with a new corpus of 1,320 German school student essays, annotated by experts for argumentative structure and essay quality.

Our corpus analysis has provided various insights into the correlation between the different levels of argumentative structure and essay quality. In our experiments with fine-tuned transformers and adapters for mining argumentative structure and scoring essay quality we have demonstrated that combining information on all four argumentative structure levels helps the prediction of essay quality. This shows the usefulness of our corpus for research on quality-oriented argumentative writing support, which we seek to enable with this paper.

We point out that our corpus contains various information yet to be explored, such as argumentative relations and school student metadata. It thus lays the ground for further analyses—like identifying unwarranted claims and studying differences across age groups and genders.

7 Limitations

Aside from the still-improvable performance of the presented baseline models for argument mining and essay scoring, we see two notable limitations of our work: the restriction to German texts, and the pending utilization of the corpus for quality-oriented argumentative writing support.

First, we point out the specific language background of our work. The essays were written by German school students, and the annotations were developed in close communication with German experts from the field of language education, while the discourse modes and essay quality aspects are, to a considerable extent, derived from work on German texts. This means that our findings may not perfectly align with argumentative writing in other countries or languages with different expectations for argumentative essays.

Second, while our analyses suggest that our corpus helps to enable quality-oriented argumentative writing support, the perceived usefulness of such a tool is still to be evaluated. We expect and encourage future work to utilize our corpus for such writing support tools, for example, by further analyzing which exact argumentative structures influence the essay quality and to what extent. Interpretable essay quality scoring based on the structure might generate helpful insights that can be used as writing feedback by school students.

8 Ethical Considerations

We see no apparent risk of the corpus or the methods presented in this paper being misused for ethically doubtful purposes. The authors of the FD-LEX corpus (Becker-Mrotzek and Grabowski, 2018) have already pseudonymized the author of each essay. Therefore, it is not possible to identify the individual school student from the provided data. However, we want to point out that one might find differences in the essays across gender or age groups that do not reflect reality but are rather due to an unintentional bias in the data selection.
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The cooccurrence matrix between all argumentative structure levels (discourse functions, arguments, components, and discourse modes) is shown in Figure 5.

B AdapterFusion Activations

Similar to Pfeiffer et al. (2021), we visualize the activations of our model mDeBERTaV3-fusion-w/-all per layer in Figure 6 to further investigate the influence of each level of argumentative structure on the quality scoring. The first activation layers show for all five quality aspects that all structure adapters are activated quite diversely. In contrast, the later layers have a clear tendency towards activating only one or two adapters. Notable is the similar activation pattern between relevance and overall quality, which could come from their value correlation.
Figure 5: Relative token-level overlap of all argumentative structure labels, separated into the four levels of granularity. For example, 68% of all tokens labeled as *Introduction* are also labeled *Topic*.

<table>
<thead>
<tr>
<th>Relevance</th>
<th>Content</th>
<th>Structure</th>
<th>Style</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.27</td>
<td>0.40</td>
<td>0.69</td>
<td>0.26</td>
<td>0.38</td>
</tr>
<tr>
<td>0.27</td>
<td>0.39</td>
<td>0.52</td>
<td>0.24</td>
<td>0.34</td>
</tr>
<tr>
<td>0.27</td>
<td>0.38</td>
<td>0.49</td>
<td>0.22</td>
<td>0.31</td>
</tr>
<tr>
<td>0.27</td>
<td>0.37</td>
<td>0.47</td>
<td>0.20</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Figure 6: AdapterFusion activation per layer (1–12) and on average over the layers (Avg) for each *mDeBERTaV3-fusion-w/-all* model per quality aspect. We average the activation for each fused adapter (for discourse functions, arguments, components, or discourse modes) over all instances in the test set of the most representative folding.