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Abstract

News Image Captioning aims to create captions
from news articles and images, emphasizing
the connection between textual context and vi-
sual elements. Recognizing the significance
of human faces in news images and the face-
name co-occurrence pattern in existing datasets,
we propose a face-naming module for learning
better name embeddings. Apart from names,
which can be directly linked to an image area
(faces), news image captions mostly contain
context information that can only be found in
the article. We design a retrieval strategy using
CLIP to retrieve sentences that are semantically
close to the image, mimicking human thought
process of linking articles to images. Further-
more, to tackle the problem of the imbalanced
proportion of article context and image context
in captions, we introduce a simple yet effec-
tive method Contrasting with Language Model
backbone (CoLaM) to the training pipeline.
We conduct extensive experiments to demon-
strate the efficacy of our framework. We out-
perform the previous state-of-the-art (without
external data) by 7.97/5.80 CIDEr scores on
GoodNews/NYTimes800k. Our code is avail-
able at https://github.com/tingyu215/VACNIC.

1 Introduction

Online news consumption heavily relies on news
images as a key source of supplementary informa-
tion alongside articles. These images, paired with
engaging and informative captions, play a crucial
role in capturing readers’ attention. Typically, a
news image illustrates a portion of the article, with
the caption linking the image content to the article.
Ideally, readers should be able to grasp the essence
of the news article by browsing through its images
and their corresponding captions.

News Image Captioning, the task of generating
a caption for an image using the contextual infor-
mation derived from the corresponding article, con-
trasts with generic image captioning, where the

News Image Caption:
Elizabeth Warren, a Democrat running for 
the Senate, at a diner in Shrewsbury, Mass.

Generic Image Caption: 
A woman shaking hands with other people 
at a table

Figure 1: Two types of image captions. The image con-
tains all context needed for the generic image caption,
while in the news image caption, we find more named
entities, including the name of a celebrity whose face
appears in the image, and context that is retrieved from
the corresponding news article. Most of the context in
the news image caption requires linking the image to
the article.

image contains all necessary information for gen-
erating a descriptive sentence. Figure 1 shows a
generic image caption, and a news image caption
from the GoodNews (Biten et al., 2019) dataset.1

In the news image caption, Elizabeth Warren acts
as a pivotal word. As a celebrity, Elizabeth Warren
can also be recognized from the image. Further-
more, the news image caption contains context that
is retrieved from the article. Moreover, all colored
text in news image caption requires linking the
image to the article, showing large imbalances in
the proportion of article context and image context
reflected in the caption. In contrast, the generic im-
age caption simply serves as a descriptive sentence
of the image without any additional information.

Given the distinct nature of news image captions
compared to generic image captions, an important
question arises: How can visual inputs in News Im-
age Captioning be used more effectively? Current
methods primarily incorporate visual features from
pretrained image encoders through cross-attention
modules (Tran et al., 2020; Yang et al., 2021) or
visual prefixes (Zhang et al., 2022a) to pre-trained
language models. This straightforward integration
method is commonly applied in generic image cap-

1The generic caption is generated with BLIP-2 (Li et al.,
2022) More examples can be found Appendix I.
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tioning. However, as also indicated by Zhang and
Wan (2023),there is a need for more effective uti-
lization of images in News Image Captioning.

We draw inspiration from studies on the human
cognitive system, where studies indicate that faces
uniquely capture human attention more than other
objects in images (Ro et al., 2001). Additionally,
recognizing familiar faces enhances the recall of
detailed "person knowledge," like personal traits
and intentions (Gobbini and Haxby, 2007). In
News Image Captioning, this insight is particu-
larly relevant, as news images frequently focus on
human subjects. This understanding of how faces
impact attention and memory guides our strate-
gies for handling images centered around people.
In two commonly used News Image Captioning
datasets, GoodNews (Biten et al., 2019) and NY-
Times800k (Tran et al., 2020), there is a notable
pattern where over 56% of samples feature both
faces and names, while about 32% have neither.
All samples with significant faces in images also
include names in their captions.2 This pattern,
aligned with cognitive science’s emphasis on the
importance of faces in image perception, motivates
the differentiation of faces from other objects in
images for distinct treatment. We design a face-
naming module to help the model to selectively
attend to relevant names from the accompanying
article. The face-naming module includes a prefix-
augmented attention module (Zhao et al., 2022)
and is trained with a weakly supervised face-name
alignment method (Qu et al., 2023).

Apart from the names, news image captions, un-
like generic ones, often include contextual informa-
tion (like "a Democrat running for the senate" in
Figure 1) that cannot be directly linked to image ar-
eas. To generate these captions accurately, linking
image content with relevant article segments is es-
sential. We use a CLIP-based (Radford et al., 2021)
sentence retrieval strategy to find article sentences
closely related to the image, aiding our caption
generation process.

Moreover, news captions typically emphasize
more context derived from the articles to engage
readers and abstractly illustrate the article’s content.
Instead of explicitly modeling the image context
and the article context, which requires detailed an-
notations, we propose Contrasting with Language
Model backbone (CoLaM) which implicitly guide
the model to prioritize article context. We align the

2We provide more detailed statistics in Appendix C.

embedding space of the multimodal models to the
embedding space of their frozen language model
backbones using a margin loss. This approach en-
sures the model with multimodal inputs focus more
effectively on article-related context.

To sum up, we introduce a novel framework for
News Image Captioning that utilizes visual inputs
differently than previous works. Our main contri-
butions include:

1. We are the first to introduce distinct modules
tailored for different visual inputs in News
Image Captioning, establishing the new state-
of-the-art on two datasets.

2. For visual inputs like faces that can be di-
rectly linked to textual context, we design a
face naming module to utilize the commonly-
occurred pattern of face-name co-occurrence
in News Image Captioning datasets. For vi-
sual inputs that cannot be directly visually
grounded, we design a sentence retrieval strat-
egy using CLIP to bridge the gap between
the article segments and the images. The pro-
posed modules result in significant improve-
ment in performance.

3. Addressing the imbalance between article and
image context in the captions, we propose Co-
LaM, a universal method using a margin loss
to enhance article context learning, further im-
proving captioning performance.

2 Related Work

In contrast to generic image captioning methods
(Karpathy and Fei-Fei, 2015; Donahue et al., 2015;
Vinyals et al., 2015; Xu et al., 2015; Anderson et al.,
2018; Lu et al., 2017), which rely solely on images
as input, News Image Captioning takes both images
and news articles as input. It dictates that models
should prioritize captions that not only depict im-
age content, but also summarise the corresponding
article segments.

Early approaches to the task focus on learning
the representation of a news article and its con-
nection with an image, including utilizing n-gram
language models for extracting phrases seen in the
article (Feng and Lapata, 2013), or building an
encoder-decoder based architecture with VGG (Si-
monyan and Zisserman, 2015) for encoding the
image, Word2Vec (Mikolov et al., 2013) for encod-
ing the article, and an LSTM as caption decoder
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Figure 2: Method illustration. Our model is an encoder-decoder model built on BART (middle). Our method
consists of: (a) Integrating Features into BART: In BART encoder, we concatenate visual (HV ) and name features
(HE) to obtain keys and values for the added cross-attention module; (b) Face Naming Module: We first get the
embedding HN of the chain of person names in the article. Then we prepend the face features HF to HN to obtain
keys and values for the prefix-augmented self-attention module; (c) CLIP Retrieval: We conduct sentence retrieval
using CLIP to learn from more accurate article context. (d) Contrasting with LM backbone (CoLaM): We contrast
the multimodal BART with frozen pure-text BART to force the model to focus more on the article context.

(Ramisa et al., 2018). They all fail to achieve sat-
isfactory performance. Biten et al. (2019) propose
the first large-scale dataset GoodNews for the task,
and a two-stage template based captioning method.
Following Biten et al. (2019), several works adopt
transformer-based models with different types of
features like Places 365 (Zhou et al., 2018) used
by Yang and Okazaki (2020) or face and object
features used by the Tell model (Tran et al., 2020).

Since then, the focus of the community has
shifted to learning better entity representations. Vi-
sualNews (Liu et al., 2021) adopts a multi-head
attention-on-attention module (Huang et al., 2019)
and visual selective gates. JoGANIC (Yang et al.,
2021) brings external knowledge from a Wikipedia
database to train an entity embedding. On top of
Tell, Zhou et al. (2022) show that an entity-aware
retrieval method can improve the performance fur-
ther. Zhang et al. (2022a) propose a prompt-based
model NewsMEP with pre-trained BART (Lewis
et al., 2020) and CLIP features as the backbone.
NewsMEP follows ClipCap (Mokady et al., 2021)
to generate visual prompts from CLIP representa-
tions. Instead of differentiating between different
types of entities like our method, all entities are
treated equally by NewsMEP, where a bi-LSTM is
trained to learn the most important entities from the
article as part of prompts to the decoder of News-
MEP. We design different modules for different
types of textual context information based on their

connection to the various types of visual inputs,
which yields superior performance than NewsMEP.
We present a detailed comparison in Section 4.3.

Finally, in contrast to our work, where no addi-
tional paired datasets are used, recent works (Zhang
et al., 2022b; Rajakumar Kalarani et al., 2023) ex-
plore the use of extra large-scale datasets on the
task and obtain satisfactory results.

3 Methodology

3.1 Model Architecture
We present our model in Figure 2, which is an
encoder-decoder model built upon the generative
pre-trained language model BART (Lewis et al.,
2020). We add a cross-attention module to the
BART encoder to integrate the visual and name
features, while keeping the BART decoder un-
changed. To obtain the name features, we use
a prefix-augmented self-attention module (Zhao
et al., 2022) to softly select person names in the
article that are similar to the detected faces. We
also design a retrieval strategy using CLIP to re-
trieve article sentences that capture crucial context
that cannot be directly inferred from the images.
The retrieved segments serve as input to our model.
Section 3.5 presents our training pipeline.

3.2 Integrating Features into BART
We add a cross-attention module to the BART en-
coder to incorporate visual (HV ) and name fea-
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tures (HE). We use a simple MLP network as
suggested by Mokady et al. (2021) to get visual
representations denoted as HV from the frozen
CLIP image encoder. As shown in Figure 2 (a),
We concatenate HV and HE as [HV ;HE ], which
is linearly transformed to get the keys KA and val-
ues VA. Together with the linearly transformed
query QA from the article hidden states, in each
encoder layer, we compute the cross-attention as
softmax(QAKA

T /
√
dH)VA, with 1/

√
dH as the

scaling factor.

3.3 Face Naming Module

As stated before, there is a strong face-name co-
occurrence pattern in the News Image Captioning
datasets. We design a novel face naming mod-
ule to learn a face-aware representation of person
names, as shown in Figure 2 (b). Given a chain
of person names in the article (e.g. "Dayan Vi-
ciedo ⟨ENT⟩ Kerry ⟨ENT⟩ ..." with ⟨ENT⟩ being a
special token used as separator), we first compute
the embedding HN . We generate face embedding
HF by passing the face features3 through a feed-
forward layer. Then we prepend HF to HN as
[HF ;HN ], which is linearly transformed to keys
KN and values VN . Together with the linearly
transformed queries QN from HN , we compute the
prefix-augmented self attention (PA self attention)
as softmax(QNKN

T /
√
dH)VN , with 1/

√
dH as

the scaling factor. Finally we use a feed-forward
layer to generate the name features HE of fixed
length from the attended name embeddings.

With HF , we can control the utilization of the
contextual information from the faces. For images
with no faces, we mask HF , resulting in a conven-
tional self attention. If faces occur, the chain of
person names receives contextual information from
the faces through PA self attention. We detail the
learning of this module in the Section 3.5.

3.4 CLIP Retrieval

Unlike for the names and faces, where a clear con-
nection between text and image can be found, it
is difficult to find a direct connection between text
and image for context that cannot be directly visu-
ally grounded. For such context, readers tend to
use image contents to retrieve relevant information
from the article. In an effort to simulate this cogni-
tive process, we use CLIP to retrieve sentences that
are semantically closest to the image representation

3Face features are provided in the datasets.

generated by the CLIP image encoder (measured
by cosine similarity). To make sure we include
enough global information, we also add the first
three sentences of each article segment if they are
not part of the retrieved sentences, and keep the
original sentence ordering.

3.5 Learning

In this section we detail the learning process of
our model. Our full model is trained with a face
naming loss, a margin loss (CoLaM) and a caption
generation loss.
Face naming loss Inspired by Qu et al. (2023), we
adopt a symmetric contrastive loss to align faces
in images to names in captions during training.
Given m− 1 names in a caption, we add an addi-
tional ⟨NONAME⟩ token. We denote the name em-
bedding of each name as Hj

N,gt, j = 1, 2, . . . ,m.
Since we only use the ground truth names during
training for learning better face representations,
we apply stop gradient to the name embedding
layer while computing the loss. We denote the
name embeddings with stop gradient as H̃j

N,gt,
j = 1, 2, . . . ,m. For the corresponding image
with n faces, we extract hidden states of faces HF

from the last layer of the face naming module in
our model. We denote the representation of each
face as H i

F for i = 1, 2, . . . , n. For face set F and
name set N , we adopt the face-to-name contrastive
loss as:

Lf,n = − log
esimd(F,N)

∑
Fk∈batch e

simd(Fk,N)
(1)

where simd(F,N) = 1
n

∑n
i=1maxj Ai,j , with

Ai,j = (H i
F )

T · H̃j
N,gt, for i = 1, 2, . . . , n, j =

1, 2, . . . ,m.
Similarly, we obtain the name-to-face contrastive

loss as:

Ln,f = − log
esimd(N,F )

∑
Nk∈batch e

simd(Nk,F )
(2)

where simd(N,F ) = 1
m

∑m
i=1maxiAj,i, with

Aj,i = (H̃j
N,gt)

T · H i
F , for j = 1, 2, . . . ,m, i =

1, 2, . . . , n.
Combining Equation 1 and 2, we obtain a sym-

metric face naming loss as:

Lf↔n = Lf,n + Ln,f (3)
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CoLaM The key idea of our Contrasting with Lan-
guage Model (LM) backbone (CoLaM) is to guide
the multimodal LMs to learn to focus more on the
context from the news articles through a margin
loss by utilizing the LM backbones.

Figure 2 (d) shows the simplified modeling pro-
cess of our CoLaM. Specifically, let hlm be a gen-
erative LM (e.g. BART (Lewis et al., 2020)) back-
bone, and hmm be the generative multimodal LM
built upon it. We extract the last hidden states Clm

and Cmm for the generated text from the decoders
of hlm and hmm, respectively. We compute the
margin loss as:

Lm = 1
B

∑
imax{0,∆− cos(pool(Ci

lm), pool(Ci
mm))} (4)

where B is the batch size, ∆ is the margin hy-
perparameter, cos(·) denotes the cosine similar-
ity, pool(·) is the average pooling operation which
takes into account the masking.

By applying average pooling, we obtain the
global representations from Clm and Cmm, which
is used to measure the cosine similarity between the
two representations. As we freeze the text-only LM
backbone, optimizing Lm is equivalent to adding a
constraint to the multimodal LM. This constraint
ensures the multimodal LM to put more empha-
sis on the news articles. As shown before, a news
image caption often contains more context from
the article than from the image. Our CoLaM is a
universal method for improving context modeling
abilities of existing models, and can be seamlessly
integrated into existing models. We further discuss
the use of CoLaM in Section 4.3 and Appendix H.
Caption generation loss Given a news image and
article pair, we minimize the negative log likeli-
hood for caption generation as:

Lcap = −
T∑

t=1

log p(yt|y<t; θ) (5)

where yt denotes target caption token at time
step t, y<t denotes the current token sequence and
θ represents the learned parameters of the model.

Finally, we train our model with the loss as:

L = Lcap + Lf↔n + αLm (6)

where α is the hyperparameter.

4 Experiments

4.1 Implementation Details

We conduct experiments on two large-scale
News Image Captioning datasets, namely Good-
News(Biten et al., 2019) and NYTimes800k (Tran
et al., 2020). The details of the datasets are pre-
sented in Appendix C. Following the same exper-
imental settings as previous works (Tran et al.,
2020; Yang et al., 2021), we train our full model
for 16/9 epochs on GoodNews/NYTimes800k. We
set the batch size to 32, the learning rate to 1e-5,
and warm up for the first 5% steps. We adopt the
AdamW optimizer (Loshchilov and Hutter, 2019)
with β1 = 0.9, β2 = 0.999 and ϵ = 1e − 8, and
apply weight decay of 0.01 to all weights as regular-
ization. We clip the gradient norm at 0.1. Follow-
ing Zhang et al. (2022a), a frozen CLIP-ViT-B/16
is used as image encoder. The MLP network in
visual feature generation module consists of two
linear layers with hyperbolic tangent activation in
between. The same embedding layer structure as
in BART is adopted for the name embedding. We
add two special tokens ⟨ENT⟩ and ⟨NONAME⟩,
for separating names in a chain of person names,
and acting as a "NONAME" token as suggested by
Qu et al. (2023), respectively. We set the length
of the visual features and name features to be 20.
We detail the implementation to obtain such fea-
tures in Appendix B. During training, we restrict
the number of tokens in articles and captions to be
512 and 100, respectively. We set α = 2.0 and
∆ = 1.0 for CoLaM. During inference, we use
beam search with beam size of 5. We provide more
implementation details in Appendix B.

4.2 Evaluation Metrics

We follow the same evaluation pipeline as in pre-
vious works (Biten et al., 2019; Tran et al., 2020;
Yang et al., 2021; Zhao et al., 2021; Zhang et al.,
2022a). To measure the overall quality of generated
captions, we use BLEU-4 (Papineni et al., 2002),
ROUGE-L (Lin, 2004), METEOR (Denkowski
and Lavie, 2014) and CIDEr scores (Vedantam
et al., 2015). For BLEU-4 and ROUGE-L, ev-
ery word contributes to the metric equally. ME-
TEOR focuses on synonym matching and lemma-
tization, which are seldomly found for named en-
tities. CIDEr uses TF-IDF weighting to put more
emphasis on rare words, e.g. named entities (Biten
et al., 2019; Kilickaya et al., 2017; Elliott and
Keller, 2014). So following previous works, we
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Method Extra Data* Caption Generation† Named Entities†

B M R C P R

G
oo

dN
ew

s
Avg+CtxIns (Biten et al., 2019) ✗ 0.89 4.37 12.20 13.10 8.23 6.06
Tell (Tran et al., 2020) ✗ 6.05 10.30 21.40 53.80 22.20 18.70
VisualNews (Liu et al., 2021) ✗ 6.10 8.30 21.60 55.40 22.90 19.30
JoGANIC (Yang et al., 2021) ✓ 6.83 11.25 23.05 61.22 26.87 22.05
Tell + Focus! (Zhou et al., 2022) • 6.30 ⧸ 23.00 60.30 24.20 20.90
DiscExt CapGen (Zhang et al., 2022b) ✓ 7.94 13.97 28.68 64.51 29.69 27.37
Rajakumar Kalarani et al. (2023) ✓ 7.14 11.21 24.30 72.33 24.37 20.09
NewsMEP (Zhang et al., 2022a) ✗ 8.30 12.23 23.17 63.99 23.43 23.24
Oursbase (w/ BARTbase) ✗ 7.20 11.00 21.97 65.42 24.15 22.18
Ourslarge, (w/ BARTlarge) ✗ 8.60 12.39 23.38 71.96 24.30 25.54

N
Y

Ti
m

es
80

0k

Tell (Tran et al., 2020) ✗ 6.30 10.30 21.70 54.40 24.60 22.20
VisualNews (Liu et al., 2021) ✗ 6.40 8.10 21.90 56.10 24.80 22.30
JoGANIC (Yang et al., 2021) ✓ 6.79 10.93 22.80 59.42 28.63 24.49
Tell + Focus!(only CLIP) (Zhou et al., 2022) • 6.40 ⧸ ⧸ 57.50 25.70 22.70
Tell + Focus! (Zhou et al., 2022) • 7.00 ⧸ 22.90 63.60 29.80 25.90
DiscExt CapGen (Zhang et al., 2022b) ✓ 7.57 12.64 25.67 62.31 30.04 25.53
Rajakumar Kalarani et al. (2023) ✓ 7.54 11.27 23.28 66.41 28.21 23.25
NewsMEP (Zhang et al., 2022a) ✗ 9.57 13.02 23.62 65.85 26.61 28.57
Oursbase (w/ BARTbase) ✗ 7.87 11.19 21.95 64.64 26.98 25.33
Ourslarge (w/ BARTlarge) ✗ 9.24 12.57 23.44 71.65 26.88 28.59

Table 1: Performance comparison with state-of-the-art methods. We highlight the best scores and underline the
second best scores of models that do not use (a) extra data, or (b) additional pre-trained models other than the
language model - vision backbones. *: The use of extra data can be found in Appendix B. †: B: BLEU-4; R:
ROUGE-L; M: METEOR; C: CIDEr; P: Precision; R: Recall. We adopt the same abbreviation in all tables.

also consider CIDEr as the most suitable one for the
task. We also use precision and recall to evaluate
the quality of generated named entities.

4.3 Results
We report the overall performance and the main ab-
lation studies in this part. We present more results
on human evaluation, text summarization, addi-
tional ablation studies, large vision-language mod-
els, in-depth study of CoLaM and qualitative anal-
yses in Appendix D, E, F, G, H and I, respectively.
Overall Performance

We present the overall performance of our model
in Table 1. With a much smaller language model
(LM) BARTbase,4 we already achieve a compet-
itive performance on both GoodNews and NY-
Times800k datasets, when compared to the pre-
vious state-of-the-art (SOTA) model NewsMEP,
which uses BARTlarge as backbone. When we in-
crease the LM size to BARTlarge, we establish a
new SOTA in terms of CIDEr scores and outper-
form NewsMEP by a large margin (+6 points).
Our model also yields new SOTA entity scores
on both datasets leading to more trustworthy cap-
tions. Compared to our model, NewsMEP is con-
structed with the same vision backbone (CLIP-ViT-
B/16) and LM (BARTlarge). NewsMEP also adopts

4NewsMEP: BARTlarge; Tell& JoGANIC: RoBERTalarge

a prefix-augmented attention module to integrate
visual and entity information into the model. It
learns to select entities through the interaction be-
tween image and article representations from the
encoder in BARTlarge. However, NewsMEP fails
to utilize the characteristics of different types of
visual inputs, which should be treated differently as
in our framework. By considering all visual inputs
equally, NewsMEP lacks in linking rare words in
articles or captions to visual inputs, resulting in
much lower CIDEr scores when compared to our
method. Unlike generic image captioning, where
the goal is to make a simple descriptive caption
to the image, News Image Captioning requires the
generated captions to capture the essence of both
images and articles. In that case, CIDEr as a eval-
uation metric which put more emphasis on rare
words should be prioritized. Our method obtains
the highest CIDEr scores, showing its efficacy.

Focus! (Zhou et al., 2022) is a sentence retrieval
method. Combining Focus! with Tell, relatively
high CIDEr scores can be attained. Although no
extra data sources are used, Focus! uses CLIP and
OpenNRE (Han et al., 2019) (a pre-trained domain
specific relation extraction model) to perform sen-
tence retrieval, on top of the LM&vision backbones
from Tell. Without OpenNRE, the CIDEr score of
Tell + Focus! on NYTimes800k drops from 63.60
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to 57.50, indicating the biggest gain of their method
comes from the use of OpenNRE. However, we are
more interested in the question: Without additional
domain specific pre-trained models, how can we
explore the connections between images, articles
and captions of the given dataset? Experimental
results show the merit of our method, which is also
demonstrated in the ablation study of the different
components of our model (see below).

There are also three methods, namely JoGANIC
(Yang et al., 2021) DiscExt CapGen (Zhang et al.,
2022b) and Rajakumar Kalarani et al. (2023), that
use extra data sources in their framework. With-
out using extra data, our method significantly
achieves higher CIDEr scores as compared to the
former two methods, and yields comparable or
better performance than Rajakumar Kalarani et al.
(2023), which uses the extra News Image Caption-
ing dataset VisualNews (Liu et al., 2021) contain-
ing more than 1.2 million samples. Our method
generates better captions by exploring the News
Image Captioning datasets in a better way.
Ablation Study on Model Components

We present results for the ablation study on the
different components of our model in Table 2.5

Model VF NF RS CoLaM
Caption Generation Named Entities

B M R C P R

G
oo

dN
ew

s

⟨1⟩ 6.14 9.69 19.51 55.24 21.17 18.81
⟨2⟩ ✓ 6.59 10.17 20.33 58.55 22.20 20.46
⟨3⟩ ✓ ✓ 6.81 10.54 21.17 61.73 22.86 21.02
⟨4⟩ ✓ ✓ 6.81 10.42 20.88 60.41 22.96 20.76
⟨5⟩ ✓ ✓ ✓ 7.00 10.75 21.79 64.07 23.69 21.50
⟨6⟩ ✓ ✓ ✓ ✓ 7.20 11.00 21.97 65.42 24.15 22.18

N
Y

Ti
m

es
80

0k

⟨1⟩ 6.63 9.89 19.14 51.76 22.30 21.63
⟨2⟩ ✓ 6.75 10.12 19.74 54.45 24.04 22.47
⟨3⟩ ✓ ✓ 7.18 10.63 20.81 59.07 25.70 23.78
⟨4⟩ ✓ ✓ 7.31 10.63 20.97 61.52 26.01 23.59
⟨5⟩ ✓ ✓ ✓ 7.53 10.98 21.63 63.95 26.94 24.72
⟨6⟩ ✓ ✓ ✓ ✓ 7.87 11.19 21.95 64.64 26.98 25.33

Table 2: Effects of different components of our model on
qualities of generated captions. Model ⟨1⟩: BARTbase;
VF: visual features; NF: name features from face nam-
ing; RS: retrieved segments. Model ⟨5⟩: Oursbase.

Visual Features When we discard image inputs,
the task becomes a purely textual sequence-to-
sequence problem. BARTbase (Model ⟨1⟩) can
achieve fairly good results in this scenario on two
datasets. However, it always generates the same
caption for different images of an article. The addi-
tion of the visual features in Model ⟨2⟩ mitigates
the problem. We observe consistent improvements
in all evaluation metrics as shown in Table 2.
Face Naming Module On top of Model ⟨2⟩, when
we add the name features learned from our face

5Limited to resources, we conduct the ablation studies
using BARTbase as the backbone LM.

naming module (Model ⟨3⟩), we observe signif-
icant improvement on all the evaluation metrics
from both datasets, especially regarding the CIDEr
score (58.55→61.73 on GoodNews, 54.45→59.07
on NYTimes800k). When both the visual fea-
tures and name features are added to BARTbase, we
already achieve CIDEr scores higher than some
models based on RoBERTalarge (e.g., Tell with
53.80/54.40 CIDEr on GoodNews/NYTimes800k),
or comparably to models that use extra external
data (e.g., JoGANIC with 61.22/59.42 CIDEr on
GoodNews/NYTimes800k).
CLIP Retrieval We further improve the quality of
the generated captions by retrieving sentences from
the articles. In this way the model learns to focus on
different segments for captioning different images.
As shown in Table 2, we improve the CIDEr scores
from 61.73 to 64.07 on GoodNews, 59.07 to 63.95
on NYTimes800k. Apart from the improvements
in caption generation evaluation metrics, we also
improve the precision of all entity names generated
in the captions on two datasets after adding the
retrieval component into our method.

We also observe models with VF+NF (Model
⟨3⟩) and VF+RS (Model ⟨4⟩) reach comparable per-
formance, both significantly surpassing the model
with only VF. However, they still fall short of the
model combining VF+NF+RS (Model ⟨5⟩).
CoLaM Finally, with the addition of CoLaM, the
base version of our full model (Model ⟨6⟩) further
improvements the performance of Model ⟨5⟩ on all
metrics. It shows that the imbalanced proportion
of context from articles and images in the captions
can be a big problem for News Image Captioning
models. We present more in-depth analyses of the
behavior of CoLaM in Appendix H, together with
the results of CoLaM with other model architec-
tures to show its potential of being the universal
add-on for News Image Captioning models.
Ablation Study for Entity Generation

The different components of our model also
affect the generation of different types of entity
names. We present the precision and recall scores
of the three most commonly occurring entity types6

in Table 3. We have designed the face naming
module to force the model to focus on the correct
PERSON-type entities (names) which can be visu-
ally grounded from the images. As shown in Table
3, by adding the name features, we observe a signifi-

6PERSON: people; GPE: countries, cites, states; ORG:
companies, agencies, etc.
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cant improvement in both precision (28.00 → 29.22
on GoodNews, 32.86 → 37.11 on NYTimes800k)
and recall (24.13 → 25.91 on GoodNews, 29.41 →
33.17 on NYTimes800k) of PERSON-type entity
names, which shows the effectiveness of our face
naming module. Interestingly, we also observe im-
provements in entity scores for other types of enti-
ties after adding the name features, for instance the
recall of GPE (27.69 → 28.34 on NYTimes800k).
We think this is due to the large improvement in pre-
dicting PERSON-type entity names, which leads to
more accurate context modeling in the articles, and
to generating captions of higher quality. We also
observe improvements in entity scores after adding
the retrieval module, which helps the model learn
better context that cannot be directly seen from the
images (e.g. in some cases GPE and ORG are not
clearly present in the images). And as expected,
adding CoLaM to our training pipeline learns bet-
ter article context, which leads to improvements in
entity scores.

Model VF NF RS CoLaM
PERSON GPE ORG
P R P R P R

G
oo

dN
ew

s

⟨1⟩ 26.58 21.99 22.80 22.34 17.84 16.42
⟨2⟩ ✓ 28.00 24.13 24.17 24.37 19.97 19.47
⟨3⟩ ✓ ✓ 29.22 25.91 24.62 24.38 21.31 20.24
⟨4⟩ ✓ ✓ 29.66 24.46 24.18 24.38 21.51 21.04
⟨5⟩ ✓ ✓ ✓ 30.33 26.32 25.33 25.17 22.10 21.11
⟨6⟩ ✓ ✓ ✓ ✓ 31.00 27.42 25.99 25.62 22.21 21.51

N
Y

Ti
m

es
80

0k

⟨1⟩ 29.65 29.47 25.84 25.77 18.38 17.75
⟨2⟩ ✓ 32.86 29.41 27.02 27.69 20.09 18.98
⟨3⟩ ✓ ✓ 37.11 33.17 27.67 28.34 20.98 19.29
⟨4⟩ ✓ ✓ 36.21 31.40 28.26 28.41 21.89 20.08
⟨5⟩ ✓ ✓ ✓ 38.53 34.22 28.28 29.00 22.66 20.42
⟨6⟩ ✓ ✓ ✓ ✓ 38.59 35.43 28.44 29.03 23.02 20.86

Table 3: Effects of different modules on named entities.
Same abbreviation applies as in Table 2.

Evaluation on Different Subsets of the Test Data
Because the design of our face naming module

is guided by the face-name co-occurrence patterns
found in News Image Captioning dataset, we split
the dataset into three mutually exclusive subsets7

to explore the effectiveness of our face naming
module: 1. F✗,N✗subset with no faces in images
and no names in the captions; 2. F✗,N✓subset
with no faces in the images, but has names in the
captions and 3. F✓,N✓subset with faces in the
images and names in the captions. We show the
results of our model, with or without face naming,
on the NYTimes800k dataset in Table 4.

Because the design of the prefix-augmented self
attention in our face naming module provides a
strong signal of face-name co-occurrence, we ex-

7The distribution of samples on the full datasets can be
seen in Appendix C. There are no samples without names in
the caption that have faces in the corresponding image.

Model Subset
PERSON GPE ORG
P R P R P R

⟨2⟩ F✗,N✗ ⧸ ⧸ 28.71 28.75 21.56 19.84
⟨3⟩ F✗,N✗ ⧸ ⧸ 28.66 29.54 23.43 20.78
⟨2⟩ F✗,N✓ 30.11 18.94 22.05 23.17 15.03 16.16
⟨3⟩ F✗,N✓ 35.43 16.65 24.05 23.46 14.30 14.99
⟨2⟩ F✓,N✓ 42.34 31.24 26.36 27.53 19.96 18.78
⟨3⟩ F✓,N✓ 41.77 36.06 27.42 28.11 20.37 18.83

Model Subset
Caption Generation Named Entites

B M R C P R
⟨2⟩ F✗,N✗ 5.44 8.93 17.11 41.16 17.99 20.57
⟨3⟩ F✗,N✗ 5.45 9.04 17.54 43.11 19.91 20.92
⟨2⟩ F✗,N✓ 5.64 8.75 17.74 47.03 20.91 17.11
⟨3⟩ F✗,N✓ 4.84 8.14 16.39 41.04 22.03 16.33
⟨2⟩ F✓,N✓ 7.72 11.18 22.11 64.95 28.44 24.39
⟨3⟩ F✓,N✓ 8.68 12.15 24.16 73.75 29.46 26.55

Table 4: Effects of the face naming module on different
subsets of NYTimes800k (e.g. F✗,N✗: subset with no
faces in images and no names in captions. See text for
details.). Model ⟨2⟩: BARTbase + visual features; Model
⟨3⟩: ⟨2⟩ + face naming.

pect that our model with face naming (Model ⟨3⟩)
would perform much better on PERSON-type en-
tities than the model with only the visual features
(Model ⟨2⟩) on F✓,N✓subset, and much better
overall on both F✗,N✗and F✓,N✓subsets. As
shown in Table 4, on F✓,N✓subset, we increase
the recall from 31.24 to 36.06, while maintaining
the same level of precision after adding the face
naming module into Model ⟨2⟩. And the CIDEr
scores of the generated captions from Model ⟨3⟩ are
significantly higher than the counterpart. On top of
that, the correctness of the generated entities over-
all improves on both F✗,N✗and F✓,N✓subsets.

The F✗,N✓subset contains samples without face-
name co-occurrence pattern as we modeled in our
face naming module. It covers around 11% data
in each dataset, as shown in Table 2 in the ap-
pendix. It can be seen from Table 4, the trade-off
of significantly increasing the model performance
on F✗,N✗and F✓,N✓subsets is that the model
would generate worse captions on the F✗,N✓subset.
Model ⟨3⟩ performs worse on most of the eval-
uation metrics than Model ⟨2⟩. However, one
interesting finding is that Model ⟨3⟩ achieves a
much higher precision while reaching a lower recall
with PERSON-type entity names on F✗,N✓subset.
Meanwhile, an opposite trend can be found on
F✓,N✓subset. With the face naming module, our
model tends to generate less PERSON-type entity
names when there is no face, and to generate more
PERSON-type entity names otherwise, showing its
effectiveness. The same ablation study on Good-
News dataset is presented in Appendix F.
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5 Conclusion

In this paper, we introduce a new framework for
utilizing visual inputs in News Image Caption-
ing. Inspired by human attention mechanisms,
we developed a face naming module for aligning
names with faces in images, based on face-name co-
occurrence patterns. For context that cannot be vi-
sually grounded in the images, we utilize CLIP for
sentence retrieval from articles, aiding comprehen-
sion. To address the imbalance between article and
image context in captions, we introduce CoLaM,
guiding the model to focus more on article con-
tent. Our extensive experiments demonstrate the
effectiveness of our method, which achieves more
than 6-point improvement in CIDEr scores over the
previous state-of-the-art on two commonly-used
News Image Captioning datasets.

6 Limitations

Our face naming module effectively aligns faces
in images to names in articles/captions, which can
be directly visually grounded from the images and
trigger higher human attention priority. However,
for contexts like time or organizations that typically
cannot be directly visually grounded, we depend on
CLIP retrieval to infer links between articles and
images. A potential improvement involves design-
ing specific modules for these types of contexts.
Additionally, our CoLaM approach currently treats
all image-caption-article triplets equally, applying
the same constraints during training. A valuable
area for future research would be to investigate a
weighting mechanism that selectively adjusts the
margin loss computation for these triplets.
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A Overview of the Appendix

In the appendix, we first provide more implementa-
tion details and dataset statistics in Appendix B and
C, respectively. This is followed by human evalua-
tion of the generated captions form our method in
Appendix D. Following that, to showcase the con-
nection and difference between News Image Cap-
tioning and Text Summarization, we conduct addi-
tional experiments on text summarization as pre-
sented in Appendix E. Further, we provide more ab-
lation studies on different subsets of the GoodNews
test data in Appendix F. After that, we show exper-
iments on comparing our method to large vision-
language models in Appendix G. Then we provide
a in-depth study of our CoLaM in Appendix H. We
conclude the appendix with qualitative analyses on
the generated captions in Appendix I.

B More Implementation Details

Extra Data regard the external data and include:
JoGANIC (Yang et al., 2021): Wikipedia database;
DiscExt CapGen (Zhang et al., 2022b): 2.755 mil-
lion caption-style pairs. Rajakumar Kalarani et al.
(2023): 1.2 million paired News Image Caption-
ing data from VisualNews (Liu et al., 2021). •:
Apart from the language model&vision backbones,
Focus! (Zhou et al., 2022) uses CLIP and domain
specific relation extraction model OpenNRE (Han
et al., 2019) for context retrieval.

The MLP network in visual feature generation
module consists of two linear layers with hyper-
bolic tangent activation in between. The two linear
layers are of shape Linear(dimmodel, dimmodel ×
10) and Linear(dimmodel × 10, dimmodel × 20),
where dimmodel is the model dimension of the
BART backbone. We reshape the mapped vi-
sual feature from (batchsize, dimmodel × 20) to
(batchsize, 20, dimmodel).

To obtain the name embedding in our face nam-
ing module, the same embedding layer structure as
in BART is adopted. Given a chain like ”name1
⟨ENT⟩ name2 . . .”, with ⟨ENT⟩ being the added to-
ken in vocabulary,we compute the word embedding
HN of the chain. Then we first limit the maximum
length of the chain of person names in the articles
to be 80 tokens. Since the names are taken from
articles with maximum 512 tokens, by our estima-
tion, 80 is enough to cover all the names in the arti-
cle segments. The feed forward layers succeeding
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PA Self Attention in Figure 2 (b) map the hidden
states of names from (batchsize, 80, dimmodel) to
(batchsize, 20, dimmodel).

We use the transformers package to build
our models. For BARTbase, we adopt the
"facebook/bart-base" checkpoint; while for
BARTlarge, we adopt the "patrickvonplaten/bart-
large-fp32" checkpoint. The default vocabulary
size is 50265. The training of Oursbase and
Ourslarge takes roughly 1 and 2 days on 1×A100,
respectively. For the GoodNews dataset, the full
articles are used. While for NYTimes800k, we
follow the standard protocol (Tran et al., 2020) to
use the 512 tokens surrounding the images. For
our full model, we apply length penalty of 2 during
decoding. Following Tran et al. (2020), we adopt
pycocoevalcap package and spacy package (ver.
2.1.9) for evaluating generated captions and entity
scores, respectively.

C Dataset Statistics

In this section, we provide dataset statistics
of GoodNews (Biten et al., 2019) and NY-
Times800k (Tran et al., 2020). The overall statistics
of two datasets are provided in Table 5.

GoodNews NYTimes800k
Number of images 462642 792971

Average article length 451 974
Average caption length 18 18

% of captions with named entities 97% 96%
% of captions with person names 68% 68%

% of images with faces 56% 57%

Table 5: Dataset statistics for GoodNews and NY-
Times800k

Table 6 presents the statistics of face-name co-
occurrence patterns in two datasets.

Dataset F ✓, N ✓ F ✗, N ✗ F ✓, N ✗ F ✗, N ✓

GoodNews 56.30% 31.91% 0% 11.79%
NYTimes800k 56.91% 32.05% 0% 11.04%

Table 6: Statistics of face-name co-occurrence patterns
in two News Image Captioning datasets.8"F ✓, N ✗"
refers to samples with faces in images, but no names in
captions.

8Calculation based on face features provided in the
datasets.

D Human Evaluation

We present human evaluation in Table 7. We hire
three graduate students with domain knowledge to
rank 50 randomly sampled captions on correctness
and fluency from 1 to 5, and pick their preferred
caption. Captions generated by our method better
align with human judgement (C=3.83), and are
preferred by humans in 67% of the cases.

Model Correctness(C) Fluency(F) Preferred by
Baseline 3.15±0.13 4.67±0.25 16%±4%

Ours 3.83±0.19 4.86±0.10 67%±5%

Table 7: Human evaluation for generated captions.

E Additional Experiments on Text
Summarization

Since our work is also closely related to text sum-
marization, in this section, we present more experi-
ments on text summarization with BART.

E.1 Experiments with frozen BART

By keeping the BART backbone frozen during
training, we can have a better idea of whether the
modules we designed can guide the caption gener-
ation effectively. We present the results in Table 8.
The frozen BARTbase works poorly by only achiev-
ing 6.56 CIDEr score. While after adding our mod-
ules, even without training the BART backbone, we
achieve fairly good results with CIDEr=56.66. This
significant improvement in performance shows that
our added modules can effectively guide the gener-
ation process of BART.

Model BLEU-4 METEOR ROUGE-L CIDEr
Frozen BARTbase (pure text) 1.68 8.33 11.43 6.56
Ours + frozen BARTbase 5.85 9.93 20.86 56.66

Table 8: Performance comparison with frozen BART on
GoodNews dataset

E.2 Experiments with summarization with
retrieval

Our retrieval method aims to locate the sentences
that are semantically closer to the images. Without
adding any visual information into the model, we
perform text summarization on the retrieved seg-
ments only as shown in Table 9. The large improve-
ments in performance (CIDEr=55.24 → 59.21) by
changing the inputs from the full articles to the
retrieved segments prove that our retrieval compo-
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nent can locate more accurate semantic information
from the articles.

Model BLEU-4 METEOR ROUGE-L CIDEr
BARTbase 6.14 9.69 19.51 55.24
BARTbase + our retrieval 6.43 10.03 20.50 59.21

Table 9: Text summarization with BARTbase on Good-
News with our retrieved article segments.

F Additional Ablation Studies

Ablation Study on Number of Retrieved Sen-
tences

We evaluate the impact of the number of re-
trieved sentences, as outlined in Table 10. Here
we do not apply CoLaM to show a clear image of
how the number of retrieved sentences can affect
the performance of our model. Our results indicate
consistent performance across the range of 7-10
retrieved sentences on both GoodNews and NY-
Times800k datasets. It’s worth noting that while
the top CIDEr score doesn’t consistently align with
the highest achievements in other evaluation met-
rics, such as BLEU-4 (7.02) and METEOR (10.77)
which are attained with retrieving 9 sentences in the
case of GoodNews, models with the highest CIDEr
score generally maintain strong performance in
other metrics.

# of sent
Caption Generation Named Entites

B M R C P R

G
oo

dN
ew

s 7 6.92 10.74 21.68 62.62 23.39 21.27
8 7.00 10.75 21.79 64.07 23.69 21.50
9 7.02 10.77 21.61 62.64 23.19 21.30
10 6.83 10.66 21.64 63.43 23.49 21.21

N
Y

Ti
m

es
80

0k 7 7.38 10.90 21.61 63.13 26.62 24.39
8 7.43 10.92 21.52 62.55 26.85 24.28
9 7.50 10.98 21.53 62.84 26.58 24.60
10 7.53 10.98 21.63 63.95 26.94 24.72

Table 10: Influence of the number of retrieved sentences

Ablation on Different Subsets of the Test Data
(GoodNews)

We present the ablation study on different sub-
sets of the GoodNews test data in Table 11.
For F✗,N✗and F✓,N✓subsets, we observe similar
trend in performance improvements when adding
entity prefix into the model as the case for the sub-
sets of GoodNews test data. The biggest improve-
ments in entity scores can be seen in recall for PER-
SON type entities on F✓,N✓subset when we add
entity prefix into the model (25.15→27.77). And
the quality of the generated captions is drastically

enhanced on F✓,N✓subset, as demonstrated by an
approximate 7.5-percentage-point improvements
(from 68.11 to 73.24).

Interestingly, on F✗,N✓subset of GoodNews
test data, we observe uniformly decreasing in all
metrics when adding name features to the model.
While on on F✗,N✓subset of NYTimes800k test
data, we observe a small improvement in entity
precision. Moreover, a slightly different pattern in
entity scores can be observed on the F✗,N✓subset
from two datasets. It shows that for subsets with-
out the face-name co-occurrence pattern we mod-
eled, the performance of our model is somewhat
dependent to the data distribution. Notably, the
F✗,N✓subset constitutes approximately 11% of the
entire dataset. Consequently, the substantial per-
formance improvements observed in the remaining
89% of the data contribute to generating superior
captions in the aggregate.

Model Subset
PERSON GPE ORG
P R P R P R

(2) F✗,N✗ ⧸ ⧸ 25.85 26.67 20.58 18.91
(3) F✗,N✗ ⧸ ⧸ 26.43 27.51 21.95 19.39
(2) F✗,N✓ 26.90 18.03 18.18 18.99 14.11 14.93
(3) F✗,N✓ 29.83 14.88 18.52 18.22 16.02 16.28
(2) F✓,N✓ 33.54 25.15 24.03 23.60 20.71 20.63
(3) F✓,N✓ 31.50 27.77 24.31 23.10 21.91 21.48

Model Subset
Caption Generation Named Entites

B M R C P R
⟨2⟩ F✗,N✗ 5.48 9.10 17.70 44.30 17.96 19.92
⟨3⟩ F✗,N✗ 5.58 9.34 18.42 46.66 19.69 20.05
⟨2⟩ F✗,N✓ 5.48 9.00 18.18 48.02 19.08 15.89
⟨3⟩ F✗,N✓ 4.81 8.48 17.47 44.28 18.96 14.61
⟨2⟩ F✓,N✓ 7.35 10.96 22.26 68.11 24.79 21.54
⟨3⟩ F✓,N✓ 7.82 11.58 23.49 73.24 24.82 22.62

Table 11: Effectiveness of face naming module with
Oursbase on different subsets of GoodNews. Model ⟨2⟩:
BARTbase + visual features; Model ⟨3⟩: ⟨2⟩ + name
features from face naming module. F✗,N✗: subset with
no faces in images and no names in captions.

Ablation on Lead3 Sentences and Varying Fea-
ture Length

We present the ablation study on Lead3 sen-
tences in CLIP retrieval and varying feature length
in Table 12. As expected, removing Lead3 sen-
tences from the retrieved segments harms the per-
formance of our method, due to lack of global con-
text from the articles. And different feature lengths
yield similar performance, while feature length=20
achieves the best CIDEr score.
Additional Ablation on Face Naming Module

Table 13 shows results on replacing the face nam-
ing module with feature concatenation (w/ retrieved
segments (RS)). As expected, by replacing our face
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Lead3 Length BLEU-4 METEOR ROUGE-L CIDEr
G

oo
dN

ew
s ✗ 20 6.80 10.67 21.43 61.37

✓(Ours) 20 7.00 10.75 21.79 64.07
✓ 16 6.90 10.70 21.50 62.04
✓ 20(Ours) 7.00 10.75 21.79 64.07
✓ 24 6.88 10.65 21.45 61.86

Table 12: Performance comparison w/ or w/o Lead3 &
w/ varying feature length using Oursbase w/o CoLaM

naming module with simple concatenation features,
we observe significant degradation in performance.

Dataset RS Feature Integration BLEU-4 METEOR ROUGE-L CIDEr
GoodNews ✓ concatenation 6.76 10.46 21.02 60.87
GoodNews ✓ face naming module 7.00 10.75 21.79 64.07

Table 13: Ablation study on face naming module and
feature concatenation (Oursbase w/o CoLaM).

G Experiments with Large
Vision-Language Models

In this section, we conduct experiments using large
vision-language models (VLMs) on two News Im-
age Captioning datasets. We select two of the most
performant large VLMs, namely InstructBLIP (Dai
et al., 2023) and LLaVA-1.5 (Liu et al., 2023). We
adopt the Vicuna7B version of both models.
Comparing to Large VLMs with Prompt

We first report experimental results using frozen
large VLMs with carefully designed prompt as:

• For InstructBLIP, we prompt the model using
"News article:<article> Generate news image
caption:".

• For LLaVA-1.5, we prompt the model
using "USER: <image>\nNews article:
<article> Generate news image cap-
tion:\nASSISTANT:".

where <article> indicates the news article text, and
<image> denotes the news image.

Dataset Method BLEU-4 METEOR ROUGE-L CIDEr
GoodNews LLaVA-1.5 2.32 6.92 12.67 16.21
GoodNews InstructBLIP 2.41 5.88 10.66 17.50
GoodNews Ourslarge 8.60 12.39 23.38 71.96
NYTimes800k LLaVA-1.5 2.41 7.40 12.52 14.83
NYTimes800k InstructBLIP 3.09 7.14 12.45 19.17
NYTimes800k Ourslarge 9.24 12.57 23.44 71.65

Table 14: Results of Ourslarge and large VLMs (LLaVA-
1.5 and InstructBLIP) on two News Image Captioning
datasets. The large VLMs are frozen, but are prompted
with our specifically designed text prompts.

The results are presented in Table 14. It is ev-
ident that the task remains challenging even for
large VLMs.

Comparing to Fine-tuned Large VLMs
We also compare our method to the fully fine-

tuned large VLMs as presented in Table 15. Despite
having a language model with roughly 5% parame-
ters compared to large VLMs (BARTlarge (400M)
vs Vicuna (7B)), our method yields comparable or
better performance on both datasets. It underscores
the significance of our method, which is not only
lightweight but also demonstrates exceptional per-
formance, thereby fulfilling a crucial need in the
community.

Dataset Method BLEU-4 ROUGE-L CIDEr
GoodNews LLaVA-1.5† 7.04 24.37 73.52
GoodNews InstructBLIP† 9.53 25.61 78.03
GoodNews Ourslarge 8.60 23.38 71.96
NYTimes800k LLaVA-1.5† 6.06 22.80 62.41
NYTimes800k InstructBLIP† 10.05 25.45 75.95
NYTimes800k Ourslarge 9.24 23.44 71.65

Table 15: Results of Ourslarge and fully fine-tuned large
VLMs (LLaVA-1.5 and InstructBLIP) on two News
Image Captioning datasets. †: The results of the fine-
tuned large VLMs are directly taken from (Zhang et al.,
2024)

H In-depth Study of CoLaM

We conduct ablation studies of CoLaM using
BARTbase as the LM backbone. Limited to re-
sources, the batch size is set to 24 for all ablation
studies in this section.
Impact of the Margin Values ∆

We present the results with varying values for
the margin parameter ∆ in Table 16. Since the
range of cosine similarity is within [−1, 1], with
∆ = 1.0, the optimization of CoLaM affects all
samples in the datasets. Our model mainly promote
the visual inputs during generation, which makes
the consistently added constraint from our CoLaM
more favorable. As expected, the model reaches
the best performance when we set ∆ = 1.0.

∆ α
Caption Generation Named Entities

B M R C P R

G
oo

dN
ew

s ✗ ✗ 6.93 10.75 21.69 62.94 23.41 21.46
0.4 1.0 6.95 10.75 21.74 63.87 23.38 21.45
0.6 1.0 7.00 10.81 21.73 63.48 23.25 21.39
0.8 1.0 7.14 10.90 21.75 63.65 23.19 21.75
1.0 1.0 7.19 10.94 21.96 65.06 23.78 21.81

N
Y

Ti
m

es
80

0k ✗ ✗ 7.63 11.00 21.40 62.03 25.44 23.74
0.4 1.0 7.59 11.00 21.35 62.76 26.14 24.48
0.6 1.0 7.66 11.02 21.52 63.09 26.46 24.57
0.8 1.0 7.52 10.96 21.48 62.90 26.55 24.62
1.0 1.0 7.73 11.14 21.66 63.44 26.40 24.84

Table 16: Impact of the choice of the margin (∆) on the
performance. ✗: model trained without CoLaM.
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Impact of the Loss Weights α
Table 17 shows the impact of the weight α for

Lm in CoLaM. We obtain similar results with dif-
ferent values of α, showing that CoLaM is less
sensitive to the weights. Setting α to 1.0 or 2.0
yields similar performance. In practice, we suggest
to select α = 1.0 to avoid unnecessary hyperpa-
rameter tuning.

α ∆
Caption Generation Named Entities

B M R C P R

G
oo

dN
ew

s ✗ ✗ 6.93 10.75 21.69 62.94 23.41 21.46
0.5 1.0 7.15 10.90 21.87 64.54 23.51 21.79
1.0 1.0 7.19 10.94 21.96 65.06 23.78 21.81
2.0 1.0 7.27 11.02 21.97 64.53 23.60 22.13

N
Y

Ti
m

es
80

0k ✗ ✗ 7.63 11.00 21.40 62.03 26.26 24.46
0.5 1.0 7.79 11.15 21.65 63.15 26.56 24.86
1.0 1.0 7.73 11.14 21.66 63.44 26.40 24.84
2.0 1.0 7.73 11.14 21.72 63.78 26.61 24.96

Table 17: Impact of weights α for our Lm. ✗: model
trained without CoLaM.

Using Encoder or Decoder Hidden States
Since we learn the multimodal interaction only

in the encoder, comparing the performance using
the last encoder hidden states and the last decoder
hidden states provides insights into whether the
additional information from the caption influences
CoLaM. As shown in Table 18, we obtain similar
results with two types of hidden states, indicating
the extra information from the caption does not
have a significant impact on the functioning of Co-
LaM in the training pipeline.

Dataset Hidden States α ∆
Caption Generation Named Entities

B M R C P R
GoodNews Encoder 1.0 1.0 7.16 10.93 22.05 65.24 23.78 21.81
GoodNews Decoder 1.0 1.0 7.19 10.94 21.96 65.06 23.78 21.81
NYTimes800k Encoder 1.0 1.0 7.65 11.04 21.44 62.81 26.43 24.58
NYTimes800k Decoder 1.0 1.0 7.73 11.14 21.66 63.44 26.40 24.84

Table 18: Impact of using the last hidden states from the
encoder or the decoder.

Generalization Ability of CoLaM
CoLaM presents extraordinary generalization

ability to other model architectures. We imple-
mented the prefix-based method as proposed by
Zhang et al. (2022a), which is the baseline ver-
sion of the previous SOTA NewsMEP. NewsMEP
utilizes visual and entity prefixes to guide the learn-
ing of the multimodal language model. Following
Zhang et al. (2022a), we use the visual prefix to
guide the language model, and term this model as
NewsMEP’base for clarity.

Just as the experiments with our model, without
changing any training or architectural designs of
NewsMEP’base and by simply adding our CoLaM

Method Dataset
Caption Generation Named Entities

B M R C P R
NewsMEP’base GoodNews 6.45 9.99 20.15 57.78 22.45 20.47
NewsMEP’base + CoLaM GoodNews 6.73 10.42 20.86 60.63 22.89 21.05
NewsMEP’base NYTimes800k 6.56 9.95 19.50 53.36 23.79 22.09
NewsMEP’base + CoLaM NYTimes800k 7.20 10.48 20.54 57.31 24.86 23.72

Table 19: Results for integrating CoLaM into the train-
ing pipeline of NewsMEP’base

to its training pipeline, we obtain significant per-
formance gain over the original NewsMEP’base. It
shows that our CoLaM can be a valuable addition
to the field, and possibly the standard method in
any other News Image Captioning model’s training
pipeline in the future.

I Qualitative Analysis

I.1 Qualitative Examples without CoLaM
Table 20 shows two examples of generated captions.
In the first one, our proposed model generates a cap-
tion that matches the ground truth with the excep-
tion of a missing quote. In the second one, models
with face naming module manage to capture im-
portant context from the news article, while after
adding the sentence retrieval component, more pre-
cise context is generated (e.g. Mayor Nan Whaley
of Dayton), showing the merit of our method.

For reference, we also provide the example
generic image captions for news images in Table 20
in Figures 3 and 4.

News Image Caption:
Peggy Johnson of Microsoft said biases needed to be exposed to be 
addressed. ”The way to turn anything around is to shine a light on it.

Generic Image Caption: 
a woman sitting at a table talking to another woman

Figure 3: Comparison between two types of image cap-
tions for image in Table 20 (1)

News Image Caption:
Mayor Nan Whaley of Dayton said that she was ”disappointed” with Mr. Trump’s 
remarks about the two massacres but would welcome him to the city.

Generic Image Caption: 
a woman is surrounded by reporters in front of a building

Figure 4: Comparison between two types of image cap-
tions for image in Table 20 (2)

Then we qualitatively examine the effectiveness
of the face naming module. We present multiple ex-
amples of generated captions using Oursbase with
or without the face naming module in Figure 5.
Without the face naming module, model tends to
make mistakes by not identifying certain person
(Figure 5, first example) or grounding the person to
wrong names (Figure 5 third and fourth examples).
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Interestingly, as shown in the second example of
Figure 5, name "Jess Ravich" appears in the ground
truth caption, which corresponds with an image
containing only a building. With the addition of the
face naming module, the generated caption does
not contain "Jess Ravich". Instead, it remains faith-
ful by linking the "TCW" building to context in
the article ("New York"). In contrast, without the
face naming module, model generates caption with
irrelevant names. These qualitative examples prove
the effectiveness of our face naming module.

Ground Truth Caption:
Mita Shah, a former marketing statistician, and her husband, Dilip Shah, a 
recently retired chemical engineer, were initially customers at Mardi Gras, 
then took it over in 2000.
w/o Face Naming: 
Mita Shah, owner of Mardi Gras Homemade Ice Cream.
w/ Face Naming:
Mita Shah and Dilip Shah at Mardi Gras Homemade Ice Cream.

Ground Truth Caption:
A top TCW official, Jess Ravich, left the giant bond-investment firm. He 
was one of the highest-ranking executives to be accused of sexual 
misconduct in the #MeToo era.
w/o Face Naming: 
A spokeswoman for Sara Tirschwell, a former employee of TCW, said her 
lawsuit spoke for itself.
w/ Face Naming:
TCW headquarters in New York.

Ground Truth Caption:
Novak Djokovic has been juggling playing at Wimbledon with his role as 
president of the ATP player council.

w/o Face Naming: 
Justin Gimelstob, a former player representative on the ATP board, resigned 
in May after pleading no contest to a battery charge.
w/ Face Naming:
Novak Djokovic, the No. 1 seed and the defending champion at Wimbledon, 
has faced pointed questions about his leadership of the ATP Player Council.

Ground Truth Caption:
Erin Hurst

w/o Face Naming: 
Terry Schleder
w/ Face Naming:
Erin Hurst

Figure 5: Qualitative comparison w/ or w/o Face Nam-
ing. For the correctly grounded person, we mark the
names in green; for the wrongly grounded person or
person not appearing in the image, we mark the names
in red. Here we use the models with BARTbase as back-
bone LM for comparison.

I.2 Qualitative Examples with The Addition
of CoLaM

We present multiple examples of captions gener-
ated using Oursbase with or without CoLaM in Fig-
ure 6. With the addition of CoLaM, our model is
able to capture the correct context from the article,
which leads to improved captioning performance.

Ground Truth Caption:
MORE SPACE The Oakes Center, Dreamcatcher's destination.
w/o CoLaM:
MORE SPACE The Oakes Center in Summit will host spring's play 
readings.
w/ CoLaM:
MORE SPACE The Oakes Center in Summit is Dreamcatcher's new home.

Ground Truth Caption:
Rupert Murdoch, the chief of News Corporation, and his son James, in 2010. 
Both have testified before a parliamentary panel.
w/o CoLaM:
Rupert Murdoch, left, and his son James have been largely unscathed because 
much of News Corporation's business and most of its profits lie in London.
w/ CoLaM: 
Rupert Murdoch, left, the chairman of News Corporation, and his son James 
waited for law enforcement officials to take out employees of the company's 
British newspaper division accused of engaging in criminal conduct.

Ground Truth Caption:
Richard Blumenthal issued a civil investigative demand.
w/o CoLaM: 
Richard Blumenthal asked Google to provide more information about its 
data collection.
w/ CoLaM:
Richard Blumenthal issued a civil investigative demand.

Ground Truth Caption:
New York Philharmonic, back from California, was led by Alan Gilbert on 
Saturday at Avery Fisher Hall.
w/o CoLaM: 
New York Philharmonic, with Glenn Dicterow as soloist, at Avery Fisher 
Hall on Saturday.
w/ CoLaM: 
New York Philharmonic, with Alan Gilbert conducting, at Avery Fisher 
Hall on Saturday.

Figure 6: Qualitative comparison w/ or w/o CoLaM. We
mark the context from the news articles that is captured
by our method in blue. Here we use the models with
BARTbase as backbone LM for comparison.
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Image Article Caption

Exposing the Bias Embedded in
Tech... ...said Peggy Johnson, ex-
ecutive vice president of business
development at Microsoft... Ms.
Johnson told an audience at the
New Rules Summit, ...
Meredith Whittaker, a founder and
a director of the AI Now Insti-
tute at New York University...said
Ms. Whittaker, who also works
at Google. “It’s almost never
white men... historical marginal-
ization.”...
(Johnson occurs 4 times, Whittaker
occurs 7 times in total.)

I GT: Peggy Johnson of Microsoft said biases needed to be
exposed to be addressed. "The way to turn anything around is to
shine a light on it."
II (1) BARTbase: "It’s almost never white men who are dis-
criminated against by these systems," said Meredith Whittaker,
a founder and a director of the AI Now Institute at New York
University.
III (2): (1) + visual features: "It’s almost never white men
who are discriminated against by these systems," said Meredith
Whittaker, a founder and a director of the AI Now Institute at
New York University.
IV (3): (2) + face naming: Peggy Johnson, executive vice
president of business development at Microsoft, spoke at the
New Rules Summit.
V (4): (3) + retrieval: Peggy Johnson, executive vice president
of business development at Microsoft.

President Plans Visits to Places...
Dayton, Ohio, and El Paso on
Wednesday... The Democratic
mayor of Dayton, Nan Whaley,
said on Tuesday that she had been
“disappointed” with Mr. Trump’s
remarks the day before about the
two massacres, which left a com-
bined 31 people dead... Represen-
tative Veronica Escobar, and her
predecessor,... But like Ms. Wha-
ley in Dayton, El Paso’s mayor,
Dee Margo, a Republican ...

I GT: Mayor Nan Whaley of Dayton said that she was "disap-
pointed" with Mr. Trump’s remarks about the two massacres but
would welcome him to the city.
II (1) BARTbase: President Trump spoke at the National Rifle
Association convention in Louisville, Ky., on Monday.
III (2): (1) + visual features: Representative Veronica Escobar,
Democrat of El Paso, has urged President Trump not to visit the
city. "He should not come here while we’re in mourning," she
said.
IV (3): (2) + face naming: Nan Whaley, the mayor of Dayton,
Ohio, said on Tuesday that she was "disappointed" with President
Trump’s remarks the day before about the two massacres.
V (4): (3) + retrieval: Mayor Nan Whaley of Dayton, Ohio,
said on Tuesday that she had been "disappointed" with President
Trump’s remarks the day before about the two massacres.

Table 20: Generated captions with the models discussed in the ablation. We mark the correct/wrong content in
green/red. Here we adopt model w/o CoLaM for illustration. Qualitative examples for model w/ CoLaM can be
found in Figure 6.
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