
Proceedings of the 2024 Conference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies (Volume 1: Long Papers), pages 3149–3160

June 16-21, 2024 ©2024 Association for Computational Linguistics

Native Language Identification in Texts: A Survey

Dhiman Goswami1, Sharanya Thilagan1, Kai North1, Shervin Malmasi2, Marcos Zampieri1

1George Mason University, Fairfax, VA, USA
2Amazon.com, Inc. Seattle, WA, USA

dgoswam@gmu.edu

Abstract

We present the first comprehensive survey of
Native Language Identification (NLI) applied
to texts. NLI is the task of automatically identi-
fying an author’s native language (L1) based on
their second language (L2) production. NLI is
an important task with practical applications
in second language teaching and NLP. The
task has been widely studied for both text and
speech, particularly for L2 English due to the
availability of suitable corpora. Speech-based
NLI relies heavily on accent modeled by pro-
nunciation patterns and prosodic cues while
text-based NLI relies primarily on modeling
spelling errors and grammatical patterns that
reveal properties of an individuals’ L1 influenc-
ing L2 production. We survey over one hundred
papers on the topic including the papers associ-
ated with the NLI and INLI shared tasks. We
describe several text representations and com-
putational techniques used in text-based NLI.
Finally, we present a comprehensive account
of publicly available datasets used for the task
thus far.

1 Introduction

Native and non-native speakers of any language
are well-equipped to recognize foreign accents
in non-native speech (Major, 2007). Pronuncia-
tion, stress, and prosodic patterns that diverge from
those used by native speakers (L1) are widely used
to automatically identify a second language (L2)
speaker’s mother tongue, a task known as speech-
based NLI (Krishna et al., 2019). The same way
we hear foreign accents, it is also possible to iden-
tify non-native linguistic patterns, mostly related
to word choices, syntax, and spelling, in texts writ-
ten by non-native authors. Computational mod-
els can therefore be trained on texts belonging to
non-native writers to learn common properties of a
given L1 with the goal of determining the writer’s
mother tongue, a task known as text-based NLI
(Malmasi, 2016).

The fundamental assumption behind NLI is that
the mother tongue influences Second Language Ac-
quisition (SLA) and production; the latter is known
as cross-linguistic influence (Krashen, 1981; Jarvis
and Pavlenko, 2008; Ellis, 2015). Language trans-
fer may occur in SLA (Gass, 1988) and it can have
negative or positive influence in acquisition. Nega-
tive transfer occurs when differences between the
two languages structures lead to systematic errors
in the learning of the L2. This leads to a process
called fossilization when the use of particular in-
correct patterns becomes a habit thus posing com-
munication problems to the L2 speaker (Han and
Odlin, 2005). Positive transfer occurs when areas
of similarity (e.g., similar words) between the two
languages facilitate learning. Due to such positive
and negative transfer from the L1 to the L2, it be-
comes possible to train computational models to
recognize patterns shared by speakers of the same
L1 when speaking or writing in an L2.

There are several reasons to use models to
study non-native texts and perform text-based NLI.
Firstly, computational models can be used to in-
vestigate the influence of native language in SLA
(Jarvis and Crossley, 2012; Jarvis et al., 2019). This
can be used to better understand language transfer
(Liu et al., 2022) and the findings can be applied
to the development of L2 teaching materials and
Computer-aided Language Learning (CALL) soft-
ware. Secondly, NLI can improve NLP systems
for processing texts written by non-native speakers
(Rabinovich et al., 2016) in applications such as
machine translation (Anastasopoulos et al., 2019).
NLI is also relevant to forensic linguistics which
often entails authorship attribution of disputed doc-
uments (Malmasi, 2016) or detecting plagiarism
(Malmasi et al., 2017a).

Despite the importance of this task, to the best
of our knowledge, no comprehensive survey of
text-based NLI exists. This paper provides the first
comprehensive survey on the topic. We survey over
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100 papers on the topic published primarily at the
ACL Anthology, but also at other repositories such
as the ACM Digital Library. As evidenced in this
survey, most work in NLI has relied on feature en-
gineering and traditional machine learning (ML)
classifiers (e.g., SVMs) (Jarvis et al., 2013; Mal-
masi and Dras, 2014b; Vajjala and Banerjee, 2017).
Recent advances in deep learning, and the intro-
duction of Large Language Models (LLMs) have
brought renewed interest in NLP, opening exciting
new avenues for new and existing tasks. We believe
that by reviewing prior work, this survey can iden-
tify knowledge gaps and open research questions
that can help shape future research.

The remainder of this paper is organized as fol-
lows: Section 2 presents an overview of text-based
NLI. Section 3 provides a brief description of avail-
able NLI datasets. Section 4 discusses the two most
well-known NLI shared tasks. Section 5 describes
features used in NLI while Section 6 discusses the
different models that have been used to approach
NLI. Lastly, Section 7 presents concluding remarks
and discusses avenues for future work.

2 NLI Task Overview

Text-based NLI is typically modeled as a super-
vised multi-class classification task evaluated using
widely-used metrics in text classification such as
accuracy, precision, recall, and F-score (Malmasi,
2016). Given a collection of texts in a particular L2
written by a set of speakers from n different L1s,
NLI systems are trained to assign a class label (L1)
to each document in the text collection. Figure 1
illustrates the NLI task with an English L2 and four
different L1s.

Figure 1: The general concept of an NLI system as
depicted by Malmasi (2016).

As discussed in this survey, NLI systems rely on a
variety of features such as words, characters, mor-
phosyntactic information, dependency relations,
and spelling errors. While word-based features

(e.g., word n-grams) have shown to deliver high
performance in most text classification tasks, topic
bias is a significant confounder. Topic bias oc-
curs when thematic references in a text reveal the
true L1 label, for example, English texts written
by L1 speakers of Japanese are more likely to talk
about Tokyo or Kyoto than texts from Chinese or
Italian L1 speakers. Therefore, to decrease topic
influence, several NLI studies have incorporated
linguistically-motivated features that can capture
morphological and syntactic variation between dif-
ferent L1s (Malmasi and Dras, 2014b,a; Malmasi
et al., 2018, 2015a; del Río, 2020).

3 Datasets

We present a comprehensive account of all avail-
able datasets created for and/or used in NLI re-
search to date. The list is presented in Table 1 and
summarized below.

Arabic The Arabic Learner Corpus (ALC) in-
cludes 329 in-class essays written by speakers of
seven different L1’s who studied Arabic as L2 in
Saudi Arabia.

Chinese The Chinese Learner Corpus (CLC) fea-
tures 3,216 essays of 600 token on an average and
written in Chinese by university students from 11
countries, representing diverse proficiency levels.

Czech CzeSL-SGT is a subset of the publicly
available Czech as a Second Language with
Spelling, Grammar, and Tags corpus, comprising
Czech 8,617 essays written by 54 different L1s.
The used dataset includes 47% Non-Indo Euro-
pean, 29% Slavic and 24% Indo European L1’s
after excluding texts of unknown language group.

English This is the most well-studied L2 in NLI.
There are ten datasets presented in Table 1. The
most popular is the TOEFL11 dataset that contains
12,100 essays of eight different prompts and three
score levels written by speakers of eleven L1s.

Finnish The Corpus of Advanced Learner
Finnish (LAS2) comprises 204 Finnish L2 writ-
ings from speakers seven different L1s collected as
part of a project at the University of Turku.

German The FALKO (fehlerannotierten Lern-
erkorpus) corpus is the largest publicly available
selection of German learner texts. It contains 221
essays and text summaries written by eight differ-
ent non-native speakers of German.
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L2 Dataset L1s Instances Reference
Arabic ALC Chinese, Urdu, Malay, French, Fulani, English, Yoruba 329 (Malmasi and Dras, 2014a)
Chinese CLC Filipino, Indonesian, Thai, Laotian, Burmese, Korean, Khmer, Viet-

namese, Japanese, Spanish, Mongolian
3,216 (Malmasi and Dras, 2014b)

Czech CzeSL-
SGT

54 different L1’s (5 most frequent languages - Chinese, Russian,
Ukrainian, Korean, English - 3,715 instances)

8,617 (Tydlitátová, 2016)

CLC
FCE

Catalan, Chinese, Dutch, French, German, Greek, Italian, Japanese,
Korean, Polish, Portuguese, Russian, Spanish, Swedish, Thai, Turk-
ish

1,244 (Malmasi, 2016)

Estival English, Spanish, Arabic 9,836 (Estival et al., 2007)
ESL Chinese, Czech, Italian, Russian, Spanish 4,185 (Rozovskaya and Roth, 2011)
ICLE
v2.0

Bulgarian, Chinese, Czech, Dutch, Finnish, French, German, Italian,
Japanese, Norwegian, Polish, Russian, Spanish, Swedish, Turkish,
Tswana

6,085 (Granger et al., 2009)

INLI
2017

Bengali, Hindi, Kannada, Malayalam, Tamil, Telugu 10,647 (Anand Kumar et al., 2017)

English ICNALE ENL (US, UK, Australia etc.), ESL (Hong Kong, Pakistan), EFL
(China, Indonesia, Japan, Korea, Taiwan, Thailand)

4,428 (Ishikawa, 2011)

Lang-8 65 different native languages included, with 14 of those languages
having 1000 entries (Japanese, Chinese (Mandarin and Cantonese),
Korean, Russian, Spanish, French, German, Polish, Italian, Viet-
namese, Indonesian, Arabic, Portuguese, Thai)

154,702 (Brooke and Hirst, 2011)

OGI-TS English, Farsi, French, German, Hindi, Korean, Japanese, Mandarin,
Spanish, Tamil, Vietnamese

1,236 (Zissman, 1996)

Reddit-
L2

English, German, Dutch, French, Polish, Romanian, Finish,
Swedish, Spanish, Greek, Portuguese, Estonian, Czech, Italian, Rus-
sian, Turkish, Bulgarian, Croatian, Norwegian, Hungarian, Lithua-
nian, Slovenian and Serbian

200 million (Rabinovich et al., 2018)

TOEFL11 Arabic, Chinese, French, German, Hindi, Italian, Japanese, Korean,
Spanish, Telugu, Turkish

12,100 (Blanchard et al., 2013)

Finnish LAS2 Russian, Japanese, Lithuanian, Czech, German, Hungarian, Polish,
Komi, English

204 (Malmasi and Dras, 2014c)

German FALKO Chinese, Danish, English, French, Polish, Russian, Turkish, Uzbek 221 (Malmasi and Dras, 2017a)
Italian VALICO Albanian, Chinese, Czech, English, French, German, Hindi,

Japanese, Polish, Portuguese, Romanian, Russian, Serbian, Spanish
2,531 (Malmasi and Dras, 2017a)

Norwegian ASK German, Dutch, English, Spanish, Russian, Polish, Bosnian-
Croatian-Serbian, Albanian, Vietnamese, Somali

2,158 (Malmasi et al., 2015a)

Portuguese NLI-PT Chinese, English, Spanish, German, Russian, French, Japanese,
Italian, Dutch, Tetum, Arabic, Polish, Korean, Romanian, Swedish

1,868 (del Río et al., 2018)

Russian RLC Chinese, Danish, English, Estonian, Finnish, French, Deutsch, Ital-
ian, Japanese, Kazakh, Korean, Norwegian, Serbian, Swedish, Thai

7,831 (Remnev, 2019)

Spanish ARU English, French, German, Greek, Italian, Japanese 206 (Malmasi and Dras, 2017a)
Turkish TLC Arabic, Albanian, Azeri Turkish, Farsi, Afghani 284 (Uluslu, 2023)

Table 1: A list of LI datasets with L2, L1s, number of instances, and a reference to the paper describing the resource.

Italian VALICO (Varietà di Apprendimento
della Lingua Italiana Corpus Online) includes ap-
proximately one million tokens of learner Italian
writing from a wide range of L1s along with the
associated metadata. A subset containing 2,531
texts from 14 different L1s is used for NLI.

Norwegian The ASK Corpus is a learner corpus
composed of the 2158 essays of learners of Nor-
wegian who are native speaker of 10 different L1s.
These texts are essays written as part of a test of
Norwegian as a second language.

Portuguese NLI-PT was collected from three dif-
ferent learner corpora of Portuguese: (i) COPLE2;
(ii) Leiria corpus, and (iii) PEAPL2, containing
148 topics including written exercises on lessons,

official Portuguese proficiency test and different
stimuli from learners of Portuguese with different
proficiency levels and fifteen L1s.

Russian The Russian Learner Corpus (RLC) is
a collection of 7831 - both academic and non-
academic texts produced by speakers of fifteen L1s.

Spanish The Anglia Ruskin University (ARU)
Spanish learner corpus contains 206 texts written
by speakers of six L1s who are mainly undergradu-
ate students of the university and some ERASMUS
students. The texts that were produced by students
either as course work or as part of exams.

Turkish The Turkish Learner Corpus (TLC) cov-
ers 284 essays written by L1 speakers of Afghan,
Albanian, Arabic, Azeri Turkish and Farsi.
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4 Shared Tasks

Shared tasks are competitions in which multiple
participating teams develop systems to address a
task using the same benchmark dataset typically
provided by the shared task organizers. The goal
is to foster research on a topic while encouraging
wide collaboration (Escartín et al., 2017).

Shared tasks provide important benchmarks and
datasets to the community. Several related shared
tasks on language and dialect identification have
been organized (Zubiaga et al., 2016; Gaman et al.,
2020; Aepli et al., 2022), but only two shared
tasks on text-based NLI have been organized thus
far. The two editions of the NLI shared tasks co-
located with the workshop on Innovative Use of
NLP for Building Educational Applications (BEA)
(Tetreault et al., 2013; Malmasi et al., 2017b) in-
cluded English texts written by speakers of 11
L1s. The Indian Native Language Identification
(INLI) shared task at the Forum for Information
Retrieval Evaluation (FIRE) 2017 (Anand Kumar
et al., 2017) and 2018 (Kumar et al., 2018) featured
an English dataset with comments from social me-
dia written by speakers of multiple L1s spoken in
India such as Bengali, Hindi, Kannada, Malayalam,
Tamil, and Telugu. We describe the two editions of
each of these shared tasks in detail in this section.

Native Language Identification 2013 (NLI-2013)
NLI-2013 (Tetreault et al., 2013) comprised three
sub-tasks using the TOEFL11 dataset containing
English texts written by speakers of 11 L1s: Arabic,
Chinese, French, German, Hindi, Italian, Japanese,
Korean, Spanish, Telugu, and Turkish. The sub-
mitted systems were evaluated on the TOEFL11
test set while training data varied according to the
sub-task. In (1) closed-training, participants could
use only the TOEFL11 training set and no addi-
tional external data; in (2) open-training-1: partic-
ipants could use any external dataset for training
but not TOEFL11; finally in (3) open-training-2
participants could used the TOEFL11 training set
in combination with any other dataset. Each partici-
pant could submit up to five systems for each of the
three sub-tasks. This allowed teams to experiment
with different variations of their core system. The
best performing teams approached the task using
classic ML systems such as SVMs, Logistic Re-
gression, String Kernels, Local Rank Distance, and
Maximum Entropy. The top systems were trained
on features such as word and Part-of-Speech (POS)
n-grams (Goutte et al., 2013; Gebre et al., 2013;

Tsvetkov et al., 2013; Jarvis et al., 2013).

Native Language Identification 2017 (NLI-2017)
NLI-2017 (Malmasi et al., 2017b) featured text and
speech. The organizers provided participants with
a corpus including written essays and transcriptions
of spoken responses from TOEFL proficiency test
takers. The same 11 L1s as NLI 2013 were in-
cluded in NLI 2017. The task featured three tracks:
essay-only, speech-only, and fusion. In the essay-
only track, participants predicted the candidate’s L1
based only on essays. In the speech-only track, par-
ticipants predicted the L1 based on a transcription
of a 45-second spoken response. The raw audio
for the spoken responses was not distributed, but i-
vectors, low-dimensional representations of acous-
tic measurements (Dehak et al., 2011; Martinez
et al., 2011), were provided. Finally, in the fusion
track, participants predicted the L1 using a com-
bination of written essays and spoken responses.
Both open and closed competitions were held, al-
lowing participants to use additional NLI training
data in the open competition but limiting the use
of external data in the closed competition. Systems
featuring ensemble of multiple traditional ML clas-
sifiers (e.g. SVMs) trained on lexical and syntatic
features were the most effective approaches in all
tracks (Goutte and Léger, 2017; Li and Zou, 2017).

Indian Native Language Identification 2017
(INLI-2017) INLI-2017 (Anand Kumar et al.,
2017) provided participants with a corpus contain-
ing over 10,600 Facebook comments in English
written by native speakers of Bengali, Hindi, Kan-
nada, Malyalam, Tamil, and Telugu. The com-
ments were retrieved from local newspaper pages.
Instances containing code-mixing, a wide-spread
linguistic phenomenon in the region, have been ex-
cluded. Most high-performing approaches in this
competition used TF-IDF vectors with SVMs (Kos-
majac and Keselj, 2017; Lakshmi and Shambhavi,
2017). Deep learning approaches have not obtained
competitive performance in INLI-2017 displaying
inferior performance compared to the SVM base-
line system released by the organizers.

Indian Native Language Identification 2018
(INLI-2018) INLI-2018 (Kumar et al., 2018) was
the second iteration of the INLI shared task. It
features English Facebook comments written by
speakers of the same six L1s included in the previ-
ous edition. The organizers provided participants
with the same training data as the 2017 edition and
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two test sets. Test set 1 was the same test set from
the 2017 edition while test set 2 was a novel test
set compiled one year after the training data. The
best performing systems in NLI-2018 used TF-IF
vectors as features along with neural networks and
ensemble approaches combining predictions from
both traditional ML and deep learning classifiers
(Ajees and Idicula, 2018; Nayel and Shashirekha,
2018; Markov and Sidorov, 2018). The use of neu-
ral network architectures with word embeddings
has not been explored in this shared task.

5 Text Representation and Features

Most approaches to NLI have relied on statistical
ML classifiers. These classifiers take a variety of
features as input such as characters and, most com-
monly, words extracted from the training corpora
often as part of n-gram models. In addition to
character and word-based features, POS tags are
widely used in NLI along with several additional
lexical and syntactic features. These different fea-
ture classes have been shown to provide comple-
mentary information (Malmasi and Cahill, 2015).
In the following paragraphs we define each feature
and provide a list of studies that use each group of
feature in Table 2.

Lexical Features Lexical features used in NLI
include word frequencies, word type frequencies,
spelling errors, number of phonemes and syllables,
and more. These features provide insight into the
linguistic fingerprint of an individual and can there-
fore be used to identify their native language. Swan
and Smith (2001) and Gebre et al. (2013) used
spelling and grammatical errors to predict learners’
L1 influences for NLI. del Río (2020) and Mal-
masi and Dras (2014c) used frequencies of letters,
phonemes, syllables, morphemes and suffixes re-
spectively for Portuguese and Finnish NLI. Wong
and Dras (2009) and Malmasi and Dras (2017a) ex-
plored the use of function words for NLI, including
the use of stopword lists for multilingual NLI.

N-grams N-grams are a sequence of n items in
texts, most often letters or words, and are sub-
sequently defined at either the character-level or
word-level. Wong and Dras (2009) utilized word-
level n-grams and character bigrams and trigrams,
and the 100 most frequent unigrams found within
their dataset. Gebre et al. (2013) also explored
word-level unigrams and bigrams both separately
and in combination. Tydlitátová (2016) employed

character n-grams extracted from individual words
for n = 1, 2, 3 for Czech. N-grams therefore have
been frequently used throughout NLI research to
identify character or word combinations that are
indicative of an individual’s native language. N-
grams have also been used to model sequences of
POS tags as described in this section.

POS tags Part-of-Speech (POS) tags are used
to denote a word’s grammatical function, such as
noun, verb, adjective, etc. POS tags are assigned
at the word-level most commonly by an automatic
POS tagger. Several studies have used POS tag
frequencies to help differentiate between speakers
of various L1s. Malmasi et al. (2015a) used Mixed
POS function word n-grams (n = 1-3) influenced
by Wong et al. (2012) for NLI of Norwegian texts.
Malmasi et al. (2018) and del Río (2020) used fine
grained POS tags as topic independent features
of NLI including verbs, nouns and adjectives for
Portuguese. Mechti et al. (2016) and Mechti et al.
(2020) used POS n-gram (n = 1..3) and applied
Alkhalil Arabic-specific morphological analyser
(Boudlal et al., 2010) to tags word for Arabic NLI.

TF-IDF Weighting While the aforementioned
features can be represented by binary or normal-
ized feature vectors, Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) weighting takes into
account feature frequency across the entire train-
ing corpus, helping to identify rare features that
might be highly discriminative. TF-IDF vectors
have been frequently used for information retrieval
and various NLP tasks such as text categorization
and authorship identification. Their ability to char-
acterize a given text along with their predictive
capabilities has made their use popular in NLI, of-
ten leading to improved performance (Gebre et al.,
2013; Zampieri et al., 2017).

Syntactic Features Syntactic transfer from L1 to
L2 has been widely studied in various language
pairs (Liu et al., 2022). Syntactic features for
NLI range from the use of Context Free Grammar
(CFG) structures to the frequency of noun or verb
phrases within a text. Mechti et al. (2020) explored
several syntactic features including the use of the
CFG production rule. Wong and Dras (2011) pro-
posed a model treating parse tree horizontal slices
as CFG production rule sets, using them as binary
features. In addition, several studies have inves-
tigated topic-independent features alongside CFG
rules to capture relationships useful for NLI, includ-
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Dataset Char-N-grams Word-N-grams POS tags TF-IDF Lexical Syntactic Reference
ICLE ✓ - ✓ - ✓ - (Koppel et al., 2005)
ICLE ✓ ✓ - - - - (Wong and Dras, 2009)
ICLE - - - - - ✓ (Swanson and Charniak, 2012)
ICLE - - - - - ✓ (Tetreault et al., 2012)
ICLE - ✓ ✓ - - - (Wong et al., 2012)

TOEFL11 - ✓ - - - - (Wu et al., 2013)
TOEFL11 ✓ ✓ - ✓ ✓ - (Lynum, 2013)
TOEFL11 - - - - - ✓ (Mizumoto et al., 2013)
TOEFL11 ✓ ✓ ✓ ✓ - ✓ (Gebre et al., 2013)
TOEFL11 ✓ ✓ ✓ - - - (Jarvis et al., 2013)
Multiple ✓ ✓ ✓ - ✓ ✓ (Bykh et al., 2013)

TOEFL11 ✓ ✓ ✓ - - ✓ (Goutte et al., 2013)
TOEFL11 ✓ ✓ - - - - (Henderson et al., 2013)
TOEFL11 - - ✓ - ✓ - (Tsvetkov et al., 2013)

ALC - - ✓ - - ✓ (Malmasi and Dras, 2014a)
CLC - - ✓ - - ✓ (Malmasi and Dras, 2014b)
LAS2 - ✓ ✓ - - - (Malmasi and Dras, 2014c)
ASK - - - - - ✓ (Malmasi et al., 2015a)

TOEFL11 ✓ ✓ ✓ - - ✓ (Malmasi et al., 2015b)
ALC - - - - - ✓ (Mechti et al., 2016)

CzeSL-SGT - - ✓ - - - (Tydlitátová, 2016)
TOEFL11 - ✓ - - ✓ - (Mohammadi et al., 2017)
Multiple - - ✓ - - - (Malmasi and Dras, 2017a)

TOEFL11 ✓ ✓ - ✓ - - (Zampieri et al., 2017)
INLI - - - ✓ - - (Nayel and Shashirekha, 2017)
INLI - - - ✓ - - (Bharathi et al., 2017)

Multiple ✓ ✓ ✓ - - - (Ircing et al., 2017)
TOEFL11 ✓ ✓ ✓ - - - (Vajjala and Banerjee, 2017)
Multiple ✓ ✓ ✓ - ✓ - (Markov et al., 2017)
Multiple - ✓ ✓ - ✓ - (Kulmizev et al., 2017)
Multiple ✓ ✓ - - - - (Rama and Çöltekin, 2017)
Multiple ✓ ✓ - - ✓ ✓ (Li and Zou, 2017)
Multiple ✓ ✓ ✓ - - - (Goutte and Léger, 2017)
Multiple ✓ ✓ - - - - (Oh et al., 2017)
Multiple ✓ - - - ✓ ✓ (Bjerva et al., 2017)

INLI - - - - ✓ ✓ (Anand Kumar et al., 2017)
INLI - - - ✓ ✓ - (Jain et al., 2017)
INLI ✓ ✓ ✓ - - - (Markov and Sidorov, 2018)
INLI - - - ✓ ✓ - (Gupta, 2018)
INLI - - - ✓ - - (Mondal et al., 2018)
INLI - - - ✓ ✓ - (Thenmozhi et al., 2018)
RLC ✓ ✓ - ✓ - - (Remnev, 2019)

NLI-PT - ✓ - - - - (del Río, 2020)
ALC - - - ✓ - ✓ (Mechti et al., 2020)
TLC ✓ ✓ ✓ - ✓ - (Uluslu, 2023)

Table 2: Primary features used in ML and feature engineering approaches to NLI along with references.

ing for Chinese (Malmasi and Dras, 2014b), Arabic
(Malmasi and Dras, 2014a), Finnish (Malmasi and
Dras, 2014c), Norwegian (Malmasi et al., 2015a)
and Portuguese NLI (Malmasi et al., 2018). Swan-
son and Charniak (2012) and Tetreault et al. (2012)
alternatively explored the use of Tree Substitution
Grammars (TSGs).

6 Computational Models

A variety of traditional ML classifiers trained on
the features described in Section 5 have been ex-
plored in NLI, most notably SVMs and Logistic

Regression. The use of multiple base classifiers
as part of ensemble or meta-classifiers have also
been a popular approach for NLI yielding compet-
itive performance in NLI-2017. Finally, various
papers have approached NLI using deep learning
architectures. Unlike in other NLP tasks, the perfor-
mance of these approaches is, however, not always
clearly superior to the performance of traditional
ML classifiers.

Support Vector Machines Linear SVM classi-
fiers are the most widely used in NLI due to their
high performance and ability to deal with large and
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sparse feature spaces (Jarvis et al., 2013; Malmasi
and Dras, 2014b, 2017a). SVMs have been used in
early work (Koppel et al., 2005) and in the highest
performing entries of NLI-2013 (Gebre et al., 2013;
Jarvis et al., 2013; Bykh et al., 2013; Goutte et al.,
2013; Henderson et al., 2013), INLI-2017 (Markov
et al., 2017; Kulmizev et al., 2017; Rama and Çöl-
tekin, 2017; Li and Zou, 2017), and INLI-2018
(Mondal et al., 2018; Markov and Sidorov, 2018).
SVM implementations available at LIBLINEAR
(Fan et al., 2008) and scikit-learn (Pedregosa et al.,
2011) have been widely used (Malmasi and Dras,
2014a,c; Malmasi et al., 2015a; Uluslu, 2023; Rem-
nev, 2019; Malmasi and Dras, 2017a). Some stud-
ies (Mechti et al., 2016, 2020) have used the SVM
implementation available in the LIBSVM package
(Chang and Lin, 2011) whereas Tydlitátová (2016)
applied SVMs with linear and polynomial kernel
functions to NLI.

Logistic Regression Logistic Regression is an-
other popular model used in NLI. Di Nuovo et al.
(2020) performed guided logistic regression among
four L1s in an Italian L2 dataset. In NLI-2013
various teams used Logistic Regression (Tsvetkov
et al., 2013; Popescu and Ionescu, 2013). In NLI-
2017 Ircing et al. (2017) used a Logistic Regres-
sion meta-classifier trained on words characters and
POS base models and Vajjala and Banerjee (2017)
used Logistic Regression model trained on word
n-grams (1-3) for essays and transcripts of speech.
Finally, Logistic Regression has also been used in
INLI-2018 (Gupta, 2018).

Ensembles and Meta-classifiers An ensemble
classifier combines the predictions of multiple indi-
vidual classifiers, referred to as base classifiers or
weak learners, to create more accurate predictive
models. This combination is done by aggregating
the predictions using methods such as voting. The
objective of ensemble classification is to use the
diversity among these base classifiers to achieve
better prediction than any individual classifier. Re-
searchers have employed ensemble methods to in-
tegrate a variety of models and features in NLI
(Zampieri et al., 2017; Malmasi et al., 2018). In the
NLI shared task 2017, for example, several teams
used ensemble methods with competitive perfor-
mance taking advantage of the multimodal nature
of the dataset that contained both text and speech
Goutte and Léger (2017); Oh et al. (2017); Bjerva
et al. (2017); Ircing et al. (2017); Anand Kumar
et al. (2017); Thenmozhi et al. (2017); Jain et al.

(2017). Malmasi et al. (2015b) combined the pre-
dictions from all NLI Shared Task 2013 systems
in a voting ensemble, showing that this approach
can achieve very high accuracy results. Similar
to voting ensembles, meta-classifiers also lever-
age the prediction of multiple base classifiers. By
training a model that uses the base classifier predic-
tions as inputs, such systems are better able to com-
bine this information by learning patterns in base
model predictions and thereby yielding more accu-
rate predictions compared to any individual base
classifier. Malmasi and Dras (2017b) presented a
thorough examination of meta-classification mod-
els for NLI, achieving state-of-the-art results on
three datasets from different languages. In another
study, Malmasi and Dras (2018) presented a sys-
tem with 200 meta-classifiers merged in a bagging
ensemble, where all models are trained on different
subsets of the base classifiers.

Deep Learning Deep learning approaches such
as deep neural networks (DNN) (Oh et al., 2017)
have also been applied to NLI with various lev-
els of success. Examples of architectures used in-
clude Gated Recurrent Unit (GRU) (Bhargava et al.,
2017), Rectified Linear Unit (ReLU) (Thenmozhi
et al., 2017), Convolutional Neural Network (CNN)
(Ajees and Idicula, 2018), and Long Short-Term
Memory (LSTM) (Mundotiya et al., 2018). These
architectures typically take an embedding repre-
sentation of hundreds of dimensions instead of the
n-gram models and linguistically-inspired features
described in Section 5. Transformer architectures
such as BERT (Devlin et al., 2019) had great im-
pact in NLP (Rogers et al., 2021) paving the way
for the latest generation of pre-trained LLMs. How-
ever, they have not had the same impact on NLI
with only a few studies proposing the use of trans-
formers for the task (Steinbakken and Gambäck,
2020; Vian, 2023). The study by Lotfi et al. (2020)
showed that the performance of LSTMs and BERT
on TOEFL11 and ICLE was much lower than the
performance of SVMs and that of GPT-2 as de-
scribed next.

LLMs and Recent Advances Recently proposed
LLMs (e.g., GPT, Mistral, Llama-2) have displayed
state-of-the-art performance on various NLP tasks
(Minaee et al., 2024). One of the first papers to
explore LLMs in NLI is the work by Lotfi et al.
(2020). They have fine-tuned a GPT-2 model show-
ing performance slightly superior to SVMs on both
the TOEFL11 and ICLE corpora. More recently, a
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couple studies (Uluslu and Schneider, 2022; Zhang
and Salle, 2023) evaluated the performance of
LLMs on the TOEFL11 dataset, including GPT-2,
GPT-3.5 (Brown et al., 2020) and GPT-4 (Achiam
et al., 2023). Zhang and Salle (2023) demonstrated
that GPT-4 achieved state-of-the-art performance
of 91.7% accuracy on this dataset using zero-shot
prompting without any task-specific fine-tuning,
surpassing all previously proposed ensemble ap-
proaches. Zhang and Salle (2023) further explored
the interpretability of models by prompting GPT-4
to provide explanations for its predictions including
linguistic features such as spelling errors, syntac-
tic patterns, and translated phrases as cues. This
study highlights the potential of generative models
in achieving strong performance in NLI while also
enabling explainable predictions. However, as this
analysis has been done only on a single English
L2 dataset, the impact of LLMs in NLI is still un-
clear, particularly for L2s other than English where
LLMs support is still very limited.

7 Conclusion and Future Directions

This paper presented the first comprehensive survey
on text-based NLI. We surveyed over 100 papers
and discussed features, models, and datasets used
for NLI. We collected information about all avail-
able datasets created for or used in NLI research to
date. Moreover, we also discussed the NLI shared
tasks organized in 2013 and 2017 and the INLI
shared tasks organized in 2017 and 2018.

This survey shows that apart from a few stud-
ies (Lotfi et al., 2020; Uluslu and Schneider, 2022;
Zhang and Salle, 2023) the bulk of NLI research
has focused on approaches that rely on feature engi-
neering and traditional ML classifiers, most notably
SVMs. Traditional ML approaches have shown
to deliver competitive performance in NLI shared
tasks and other available NLI datasets. This indi-
cates that text-based NLI is essentially a pattern-
matching task that requires little to no semantic
understanding of language. These findings are sim-
ilar to what we observe in related language identi-
fication tasks such as dialect and language variety
identification where classical ML approaches often
outperform deep learning approaches (Jauhiainen
et al., 2019; Zampieri et al., 2020, 2024). The simi-
larity between NLI and other language identifica-
tion has been noted in previous work as discussed
in Malmasi et al. (2017b).

Amidst exciting developments in AI and NLP

such as the introduction of pre-trained LLMs, we
believe that this survey is an important informa-
tion source for future research in text-based NLI.
We expect it to be a useful resource for new and
well-established researchers alike. We conclude by
discussing future directions and open challenges in
text-based NLI including the use of LLMs, explain-
ability, and low-resource scenarios.

Low-resource domains As described in Section
3, most corpora used in NLI are collected within ed-
ucational settings (e.g., TOEFL exams, classroom
activities). L2 production, however, is not restricted
to education. Texts on social media, blogs, online
reviews, etc. are also written by L2 speakers and
can be used in NLI (Anand Kumar et al., 2017;
Rabinovich et al., 2018). More research should be
carry out to produce suitable datasets that allow us
to investigate L2 production in non-educational do-
mains. This is important as prior work has shown
that NLI models may not generalize across datasets
(Malmasi and Dras, 2015).

Low-resource languages There is scarcity of
corpora with data from L2 speakers of low-resource
languages particularly from Africa, Southeast Asia,
and Oceania. This hinders the development of lan-
guage technology for low-resource languages, an
issue addressed by initiatives such as Masakhane
(Orife et al., 2020) and No Language Left Behind
(NLLB) (Costa-jussà et al., 2022). The datasets pre-
sented in Section 3 mostly contain widely-spoken
languages such as Arabic, Chinese, English Span-
ish, and Portuguese and a few mid-resource lan-
guages with millions of speakers such as Finnish
and Norwegian. There is ample scope for NLI re-
search in low-resource languages and it must start
by data curation.

Large Language Models With the exception of
very few studies (Lotfi et al., 2020; Zhang and
Salle, 2023), LLMs have not been substantially ex-
plored for NLI. With recent advances in LLMs, we
believe that more attention should be devoted to
LLM-based approaches in NLI. We see task fine-
tuning and prompt engineering, potentially using
prompts with linguistic features indicative of L1,
as two promising avenues to improving NLI perfor-
mance with LLMs. Results described in Lotfi et al.
(2020) indicate that task fine-tuning is a promising
approach for NLI. Finally, LLMs can also be incor-
porated into ensemble systems which perform well
with classic ML in NLI.
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Explainability Explainability of models is an im-
portant area that can reveal insights about both the
data and the models. The clear majority of studies
discussed in this survey, however, focus on explor-
ing which features and/or computational models
work best for text-based NLI. Only a few studies
have explored data-driven methods to gain insights
on language transfer and/or on computational mod-
els of L2 production (Liu et al., 2022; Berti et al.,
2023). With the availability of LLMs, we see am-
ple room for more studies on model explainability
in text-based NLI.
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