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Abstract

Many leading methods in Vision and language
(V+L) pretraining utilize masked language
modeling (MLM) as a standard pretraining
component, with the expectation that recon-
struction of masked text tokens would necessi-
tate reference to corresponding image context
via cross/self attention and thus promote repre-
sentation fusion. However, we observe that the
minimization of MLM loss in earlier training
stages can depend disproportionately on local
text signals, leading to poor training efficiency
and inconsistency with the goal of representa-
tion fusion. The extent of this lack of cross
modal interaction depends strongly which to-
ken(s) are masked. To address this issue, we
propose a curriculum masking scheme as a re-
placement for random masking. Tokens are
selected to be masked at a frequency propor-
tional to the expected level of cross modal in-
teraction necessary to reconstruct them. This is
achieved using a parallel mask selection agent
that measures the cross modal flow of informa-
tion and treats it as a reward to be maximized.
By additionally masking contiguous spans that
include key objects and their relations, we also
achieve better relational understanding, which
has been shown to be lacking in many SOTA
models. Our experiments on a wide range of
V+L tasks show that we trail closely behind
state-of-the-art methods despite pretraining on
300x to 1000x less data and we also achieve
either top or runner-up performance on tasks
from the ARO benchmark which tests compo-
sitional relationships. Finally, we demonstrate
the potential of our method to scale to larger
pretraining data.

1 Introduction

In the short time since large scale pretraining was
first introduced to the multimodal setting (Lu et al.,
2019; Tan and Bansal, 2019; Li et al., 2019), per-
formance on leading benchmarks has risen by up
to ten percentage points (Yu et al., 2022; Wang

et al., 2022; Alayrac et al., 2022), driven in no
small part by the trend towards larger, often custom
curated image-text pair datasets (Yuan et al., 2021).
However, the topic of pretraining efficiency has not
received the attention it deserves. Masked language
modeling is widely used as a pretraining compo-
nent (Li et al., 2021; Wang et al., 2022; Kwon
et al., 2022), with the expectation that reconstruc-
tion of masked text tokens would necessitate refer-
ence to corresponding image context via cross/self
attention and thus promote representation fusion.
The issue is that resulting cross modal interaction
is highly dependent on the token that is masked.
From an intuitive perspective, some tokens—such
as prepositions and stop words (1)—can be recon-
structed entirely disregarding image context, while
others (2) can be narrowed down to a few possibili-
ties from surrounding text alone. As can be seen in
figure 1, when we replace paired images with ran-
dom ones and calculate cosine similarities between
the fused representations of masked tokens for orig-
inal text-image pairs and their random-image vari-
ants, this swapped context similarity (SCS) score
remains relatively static for many epochs at the
start even though MLM loss rapidly decreases. It
is not until a third of the way through training that
image context noticeably affects learned represen-
tations. The large variance in SCS score at the start
also reflects on how mask selection affects cross
modal interaction. Clearly, alternatives to random
masking warrant exploration. In the interest of pre-
training efficiency, (1) could be masked less often
compared to tokens requiring targeted attention to
image context to reconstruct. (2) would ideally
be masked less early on, until the model learns to
venture beyond local textual context.

While several adaptive masking strate-
gies have been proposed (, levine2020pmi,
yang2022learning) they apply to the unimodal
case and cannot be directly adapted to maximize
cross modal interaction. Another pressing issue
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is that many advanced models fail to demonstrate
relational understanding; many were recently
shown to achieve at-or-below-chance performance
at discerning between captions like "The horse
is eating the grass" and "The grass is eating the
horse" (Yuksekgonul et al., 2022), despite their
rich pretraining data. Their behavior was likened
to "a bag of words model", suggesting the lack of
nuanced cross modal information flow.

A particular property of transformer architec-
tures can be exploited to measure cross modal inter-
action and help address these issues– the attention
between text and visual tokens, based on which
we formulate an interaction score. Since we hope
to maximize this score over mask selection rather
than model parameters, we cannot set it up as an
optimization problem baked into the loss function
etc. We thus treat the problem as a reinforcement
learning one, with mask configuration as the ac-
tion space and the interaction score as the reward,
and use a parallel model with shared parameters
to select masks while the main model performs
multimodal MLM. This curriculum masking strat-
egy also includes masking contiguous spans and
learned factorization order, making it a general-
ized form of language modeling, of which masked
and autoregressive language modeling are special
cases. We find that this strategy results in not only
more data-efficient pretraining, but also a natural
solution to the issue of relational understanding, as
reconstruction of a masked spans that include key
objects and their relations forces relational learning.
Our contributions are as follows:

1. We propose a measure for cross modal in-
formation flow Rt based on value-weighted
attention and a curriculum masking strategy
whereby tokens/spans to be masked as well
as factorization order are selected at a fre-
quency proportional to their expectedRi. Se-
lection is performed by a parallel reinforce-
ment learning network with partially shared
parameters that treats masking and order selec-
tion as stochastic actions andRi as the reward.
There is no delay as the parallel network per-
forms masking/order selection for batch t+ 1
while the main model learns from batch t. Our
masking strategy is also compatible with most
multimodal transformer architectures and can
serve as a complement to concurrent works in
multimoddal pretraining.

2. We achieve state-of-the-art performance on

VGR and VGA tasks of the Attribution, Rela-
tion, and Order (ARO) benchmark (Yuksek-
gonul et al., 2022) and runner-up performance
on its caption selection tasks.

3. We achieve performance that trails slightly be-
hind SOTA models on a range of multimodal
understanding, generation, and zero-shot tasks
despite pretraining on significantly less data
(300x to 1000x less). Our method also shows
better performance in pretrain-data-equated
scenarios and exhibits a trend line that demon-
strates scaling potential.

4. Our method using RL can directly maximize
cross model interaction and do so over the
entire course of training. Non-RL methods
may be less tedious but fall short in at least one
of these two aspects, as discussed in section
5.3.

2 Related Work

2.1 Dynamic and curriculum based mask
selection

Several works have explored adaptive, non-random
masking in the text-only scenario, using selection
strategies such as pointwise mutual information
(Levine et al., 2020) and POS-tag weighting (Yang
et al., 2022). On the masked image modeling fron-
tier, learned masking of image patches that corre-
spond to semantic entities via adversarially choos-
ing them (Shi et al., 2022) or semantic part learning
(Li et al., 2022a) has also been recently proposed.
These varied approaches all tackle the issue of mod-
els reconstructing masks solely by latching onto
nearby tokens that are part of the same semantic
constituent (e.g. reconstructing [igen] in "eigenvec-
tor" without utilizing the rest of the sentence), by
attempting to mask the said semantic constituent
as a whole. They are more adaptive than brute ap-
proaches like masking noun phrases etc. but are not
alone sufficient for the multimodal scenario where
masking of tokens that require cross modal fusion
to reconstruct is desired, as two correlated spans
of tokens that both form semantic entities can re-
quire a completely different level of reference to
the other modality to reconstruct.

There is also a line of work termed "concept
based curriculum masking" (Lee et al., 2022) that
starts by masking simple concepts like "car" be-
fore expanding to more sophisticated concepts that
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Figure 1: Left: How fused representations change when images are swapped for random ones (a). The y axis shows
normalized cosine similarities between original representations and swapped-image variants. Right: Parameter
distances to their final values over training (b). Top 6 principal components are shown. Further details in appendix G

are proximal on a knowledge graph such as "self-
driving car". Again, the level of sophistication of a
concept does not directly correspond to the level of
cross modal fusion required for reconstruction.

2.2 Using a side model as the basis of a
curriculum

AtnnMask (Kakogeorgiou et al., 2022) forms a
teacher model using exponential moving average
weights and masks image patches strongly attended
to by its CLS token. The thought process that a side
model with a similar level of learning is a good in-
dicator of appropriate difficulty can be traced back
to earlier works in curriculum learning (Sachan
and Xing, 2016). Different from these works, our
proposed method features a curriculum that is cen-
tered around cross modal interaction maximization,
albeit also using a side model.

2.3 Cross Modal Interaction

To our knowledge, there have been no works that di-
rectly maximize cross modal interaction in masked
language or image modeling. The authors of
MLIM (Arici et al., 2021) state the goal of maxi-
mizing cross modal information flow, but do not
measure and optimize for it. Instead, they alter-
nate heavy image masking and heavy text masking
(80% mask probability) to limit the possibility of
reconstruction using local-modal context. Measur-
ing cross modal interaction uing gradient-based
approaches has been explored (Liang et al., 2022),
though only for interpretability. Converting gradi-

ent based approaches to a mask selection strategy
is not intractable, but not straightforward either.

2.4 Language modeling with factorization
orders different from MLM or
left-to-right

Language modeling with factorization orders other
than left-to-right has been explored in the unimodal
case by UniLM-v2 (Bao et al., 2020) and XLnet
(Yang et al., 2019), but they use a random factor-
ization order rather than a learned one. The former
also uses masked spans. In the multimodal case,
SimVLM (Wang et al., 2021) uses prefix LM which
has characteristics of both MLM and autoregressive
LM.

3 Proposed Method

3.1 Multimodal pretraining background

Given a set of n modalities M = M1,M2, ...,Mn,
each with corresponding feature space Fi, a func-
tion f : F1 ×F2 × ...×Fn → R that maps them
to a common representation spaceR is trained via
self-supervised tasks. One common task is masked
language modeling (MLM) (Li et al., 2021; Singh
et al., 2022; Lu et al., 2019; Alayrac et al., 2022).
Denoting text as the first modality, M1, text tokens
ti ∈M1 are randomly masked with fixed probabil-
ity p, most often chosen to be 15%; then, masked
tokens are reconstructed from non-masked tokens
and paired images. The training objective is to
minimize
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LMMLM =− Em∼D

[
logP (xmask|x\mask,

m2,m3, ...,mn)]
(1)

Contrastive learning (Jia et al., 2021) can be
used to align image/text pairs before fusion as in
ALBEF (Li et al., 2021) and masked image mod-
eling (MIM) (Wang et al., 2022; Dou et al., 2022)
can also be included as a pretraining task. Autore-
gressive language modeling (ALM) may also be
included for generation capabilities as in COCA
(Yu et al., 2022). The overall loss function to be
minimized thus comprises a set of individual self-
supervised tasks: L =

∑N
i=1 Li(f).

3.2 Generalized formulation
To mask important tokens more often, we
use dynamic pi’s in place of a fixed p:
ti → "[MASK]" if ui(0, 1) < pi, for i = 1, 2, ..., n.
Furthermore, we mask contiguous spans to allow
for prediction of concepts captured by phrases.
Using si to denote span-masking probability, the
full masking procedure can be expressed as

t̂i =





"[MASK]", w/ probability pi

ti, w/ probability (1− pi)

"[MASK]", w/ probability (1− pi)× si

if ˆti−1 = "[MASK]"
(2)

Finally, we predict masked tokens/spans accord-
ing to different factorization orders q to learn their
interrelationships and encourage relational under-
standing of image concepts. With ordered sequence
q = ⟨ximask⟩i∈|mask|, the objective becomes

LMMLM =− Em∼D

[∑

i∈q
logP (xi|x\q, x<i,

m2,m3, ...,mn)
] (3)

and Autoregressive language modeling would
be a special case where q is the entire text-input
ordered from left to right. We direct readers to
appendix I for more details on generalized LM.

3.3 From vanilla pretraining to cross-modal
interaction maximizing pretraining

We measure cross modal interaction and treat it as
a reward signal to be maximized over the range
of pretraining parameters, which we reformulate
below as action space probabilities.

Cross modal information flow In calculating
the cross modal flow of information for MLM, text
is the destination modality (query side) and im-
age is the source modality (key side). The mea-
sure is computed for a chosen destination token,
over all source tokens, using value weighted at-
tention. Letting Wq,Wk,Wv respectively denote
query, key, and value matrices in either cross or
self attention, and hi, t source and destination to-
kens, value weighted attention (Kobayashi et al.,
2020) can be calculated as attention weight, αi =

Softmax
(
WQt (WKhi)

T
√
dk

)
), times the norm of the

value transformed source vector ∥Wvhi∥. The aver-
age score of the top 8 "attended to" source tokens is
then taken, after normalization by mean interaction
score:

Rt =
∑

0.125 · Top8( αi · ∥Wvhi∥∑
i(αi · ∥Wvhi∥)/n

)

(4)
(shown visually in appendix D) The calculation

for Rt is presented as though there were a single at-
tention head and a single layer for better readability.
In practice, Rt is calculated for each head in each
layer and averaged. Normalization of the interac-
tion scores is performed layerwise. Remark: Alter-
native choices of Rt are discussed in appendix A.

p,s,q as action space probabilities On each
forward pass, cross modal information flow is
measured, yielding an interactive environment
that provides feedback on the masking config-
uration and factorization order used, the selec-
tion of which can be viewed as a markov de-
cision process MDP (S,A,G, γ, T ) and solved
with reinforcement learning (RL). States S are
given by the multimodal input, while rewards
G : ST × A → R1 =

∑
t∈mask Rt +

∑
t
Rt
n at

the end of each episode are determined by the sum
of information flows for each masked token/span
plus the average over the entire input. Each ac-
tion a ∈ A is a choice of masking configuration
and factorization order q, which we represent as
a non-independent composite action made up of
individual token/span selections until a masking
quota is reached, followed by a selection of q.
Mathematically, πθ(a|s) =

∏L
0

(
al|a<l, s

)
where

aL = q ∈ Sq and a<L = ti, tj ... A table of the
symbols used is given in appendix D, along with
pseudocode in appendix E

Implementation wise, the masking network out-
puts action probabilities p and s of length n, the
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maximum sequence length. A token position is
sampled from p to be masked and subsequent to-
kens have probability si of being added to the span,
as in eq 2. After each token/span selection, <m>
</m> tags are appended around the masked posi-
tion for the next forward pass, until 50% of tokens
are masked, at which point factorization order is se-
lected from the action distribution q. An illustrated
layout is presented in figure 2. Invalid actions due
to variable sequence length and already-masked
positions are filtered out and probabilities are renor-
malized over remaining actions. While the main
model learns from a batch, the agent selects mask-
ing configuration/factorization order for the next
batch. An analysis of speed is provided in section 5.

Policy Learning We learn a parameterized
policy πθ : S → ∆(A) using PPO (Schulman
et al., 2017). A vanilla advantage function
Aπ

t (st, at) = Qπ
t (s, a)−V π

t is used, with standard
definitions for V π

t = Ea∼π

[∑T
t γG(st, at)

]
and

Qπ
t (s, a) = G(st, a) + γEst+1∼T

[
V π
t+1(st+1)

]
.

It is desirable to choose reward maximizing
masking configurations/factorization orders
more often, but even low reward settings must
be chosen at a certain minimum probability
in order to learn the full pre-training data
distribution. Thus, we add entropy regulariza-
tion βHθ(st) = −∑

a πθ(a|st)log(πθ(a|st))
with entropy coefficient β to gradient updates
to achieve a more stochastic policy. Since
a is a composite, non-independent action,
we use an unbiased estimator H̃θ(st) =∑

Ai∈A
∑

a∈Ai
pθ(a|ai−1)log(pθ(a|ai−1))

(Zhang et al., 2018). (Pseudocode provided
in appendices).

3.4 Architecture

Curriculum masking is compatible with many V+L
transformer architectures. More details on compat-
ibility are provided in appendix H. The illustrated
layout in figure 2 depicts our method mounted onto
a generic dual stream architecture in order to more
clearly depict the respective roles of, and interac-
tions between, the main model and agent. For our
experiments below, we use a 12 layer multiway
transfomer architecture (Bao et al., 2022).

4 Experiments

4.1 Pre-training and evaluation tasks

We pretrain on 4m image-text pairs taken from
Conceptual Captions 3m (Sharma et al., 2018)
(2.95m pairs), Visual Genome (Krishna et al., 2017)
(100k images, 770k text), SBU (Ordonez et al.,
2011) (860k pairs), and COCO Captions (Lin et al.,
2014) (115k images, 560k text) for 30 epochs as a
base model for fair comparison with other models
trained on a 4m dataset; and also add Conceptual
Captions 12m(Changpinyo et al., 2021) to the pre-
training dataset, after removing the 63k pairs over-
lapping with CC3m, to test the scaling potential of
our model. Pretraining, finetuning, and task details
are provided in appendices C and B.

Classic multimodal understanding, generation,
and retrieval tasks The classic understanding
tasks we evaluate on are Visual Question and An-
swering (VQA-va) (Goyal et al., 2017), Natural
Language for Visual Reasoning (NLVR) (Suhr
et al., 2018), and Visual Entailment (VE) (Xie et al.,
2019). For image retrieval (IR), text retrieval (TR),
and caption generation we evaluate on COCO (Lin
et al., 2014) and FLickr30k (Plummer et al., 2015).

Attribution, Relation, and Order (ARO) bench-
mark This recently proposed benchmark (Yuk-
sekgonul et al., 2022) tests relational, attributive,
and order understanding using four tasks: Visual
Genome Relation (VGR), Visual Genome Attribu-
tion (VGA), COCO order (Co) and Flickr order
(Fo). Many previously tested state-of-the-art mod-
els displayed near or below chance level of perfor-
mance. VGR involves picking between correct and
reversed prepositional/verb orders concerning two
objects in a given image. An illustrative example
provided by the authors is "The horse is eating the
grass" vs. "The grass is eating the horse".

Zero shot tasks We evaluate zero-shot trans-
fer capabilities on two downstream tasks, im-
age/text retrieval and caption generation. The
out-of-domain split from Nocaps (Agrawal et al.,
2019) is used as the benchmark for the latter and
Flickr30k (Plummer et al., 2015) is used for the
former.

4.2 Discussion of Results

We achieve SOTA performance on relational and
attributive understanding, as shown in Table 2,
and runner up performance on COCO/Flickr or-
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Figure 2: Illustrated layout: The agent depicted on the right selects masking configuration and factorization order
for batch t+1 while the main model learns from batch t. P, S, Q are stochastic actions selected by the agent. p is a
distribution over tokens, so softmax is used. s is a probability of span masking a token, conditioned on its previous
token having been masked, so sigmoid is used..

der understanding. It is important to point out
that NegClip, the leading method on the latter two
tasks, was fine-tuned on hard negatives consisting
of swapped linguistic structures, making it highly
tailored for those tasks. Our results on VGR con-
firms our hypothesis that masking key spans and
using different factorization orders forces the learn-
ing of interrelationships, something vanilla MLM
and autoregressive LM fails to do.

Comparison against SOTA methods on VQA,
NLVR, SNLI-VE, and COCA-Caption generation
is reported in Table 1. Our proposed method closes
the gap with the two leading models, COCA (Yu
et al., 2022) and BEiT-3 (small) (Wang et al., 2022),
despite the fact that they were trained on 1000x and
500x as much pretraining data, respectively, not to
mention COCA’s 10x larger model size. We even
outperform SimVLM-large (1.8m pretrain size) on
multiple tasks. The substantial increases in perfor-
mance from our 14m model also demonstrates the
scaling potential of our proposed method. Image
and text retrieval results are reported in Table 3.
Our proposed method falls short of the leading
model, Florence (Yuan et al., 2021), which was
pretrained on 500x the amount of data, but it out-
performs all other SOTA models trained on a sim-
ilar amount of data except for MaskVLM (Kwon
et al., 2022) and MAP(Ji et al., 2023) on some se-
tups. Their performance does not detract from the

potential of our approach as they are fully com-
patible with our generalized method. Zero-shot
performance is reported in Table 4. We achieve
runner up performance on zero-shot generation, be-
hind SimVLM-large (Wang et al., 2021) and trail
within 2% of models pretrained on significantly
more data, even though pre-training data size has
been observed to be even more critical for zero shot
tasks.

4.3 Scaling and Ablations

To demonstrate scaling potential and the competi-
tiveness of our proposed method under equated pre-
training conditions, we compare a leading model,
BEiT-3 (base version) (Wang et al., 2022), with and
without our proposed method mounted on. Using
pretrain data consisting of 1m, 2m, 4m, and 14m
image/text pairs sampled from our 14m dataset, we
evaluate on VQA test-std and report our results in
figure 4 (right). Mounting our method on demon-
strably improves performance at each tested data
scale.

To study whether each newly introduced feature
stacks additional benefit, we perform combinato-
rial ablations on VQA test-dev as well as Visual
Genome Relations. As evident from the results in
Figure 4(left), masking contiguous spans plays a
critical role in understanding object relation. Ad-
ditional ablation studies, analysis, and details are
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Method #pretrain images
VQA NLVR VE COCA-Captions

test-dev test-std dev test-p val test B@4 M C S
FLAVA(Singh et al., 2022) 68m 72.8 - - - - 79.0 - - - -

SimVLM-base(Wang et al., 2021) 1.8b 77.87 78.14 81.72 81.77 84.20 84.15 39.0 32.9 134.8 24.0
ALBEF(Li et al., 2021) 4m 74.54 74.70 80.24 80.50 80.14 80.30 - - - -
OSCAR(Li et al., 2020) 4m 73.61 73.82 79.12 80.37 - - 41.7 30.6 140.0 24.5

Codebook(Duan et al., 2022) 4m 74.86 74.97 80.50 80.84 80.47 80.40 - - - -
UNITER(Chen et al., 2020) 4m 73.82 74.02 79.12 79.98 79.39 79.38 - - - -

MaskVLM(Kwon et al., 2022) 4m 75.45 75.40 81.58 81.98 80.37 80.67 - - - -
SimVLM-large (Wang et al., 2021) 1.8b 79.32 79.56 84.13 84.84 85.68 85.62 40.3 33.4 142.6 24.7

COCA(Yu et al., 2022) 4.8b 82.3 82.3 87.0 87.1 86.1 87.0 40.9 33.9 143.6 24.7
Flamingo (Alayrac et al., 2022) 2b 82.0 82.1 - - - - - - - -
BEiT-3-base (Wang et al., 2022) 2b 81.16 81.05 86.91 87.06 - - 40.2 31.8 143.8 24.6

VinVL(Zhang et al., 2021) 5.65m 76.56 76.60 82.67 83.98 - - 41.0 31.1 140.9 25.2
Florence (Yuan et al., 2021) 900m 80.16 80.36 - - - - - - - -

MAP (Ji et al., 2023) 4m 78.03 - 83.30 83.48 81.40 81.39 - - - -
MPlug2 (Xu et al., 2023) 17m 81.11 81.13 - - - - - - - -

C-mask 4m 80.27 80.32 84.14 83.76 85.09 85.01 39.8 33.1 136.7 24.2
C-mask 14m 81.66 81.45 85.77 85.81 85.30 85.27 40.2 33.3 142.4 24.5

Table 1: Evaluation on classic multimodal understanding and generation tasks. Models highlighted in yellow
pretrain on web-scale data

Method VGR VGA COCO-order-PRC Flickr-order-PRC
FLAVA(Singh et al., 2022) 0.25 0.73 0.004 0.13

BLIP(Li et al., 2022b) 0.59 0.88 0.32 0.37
XVLM(Zeng et al., 2021) 0.73 0.87 0.36 0.48
CLIP(Radford et al., 2021) 0.59 0.63 0.46 0.60

NegCLIP(Yuksekgonul et al., 2022) 0.81 0.71 0.91 0.86
BEiT-3-base (Wang et al., 2022) 0.71 0.88 0.47 0.56

C-mask(14m) 0.83 0.90 0.88 0.81

Table 2: Evaluation on new Attribute, Relations, and Orders Benchmark

presented in appendix F.

5 Analysis and Discussion

5.1 On pretraining efficiency resulting from
curriculum masking

We use HiRes-Cam (Draelos and Carin, 2020) to vi-
sualize how tokens refer to different image regions
over the course of training. From the examples
shown in figure 3 (top), it is clear that curriculum
masking encourages the model to zoom in on se-
mantically relevant image context earlier. Learned
factorization orders also has this effect compared
to left-to-right order, as demonstrated in figure 3
(bottom-left). Further evidence of increased pre-
training efficiency can be found in figure 1 (a),
which shows the average cosine similarities for rep-
resentations produced from text-image pairs and
their random-image variants.A high swapped sim-
ilarity score indicates that image context is not
utilized much, as texts produce similar fused repre-
sentations even when paired with random images.
Additional validation can be seen from the trajecto-
ries of squared distances between cross-attention

parameters and their final values shown in figure 1
(b). With our method, there is no inertia in param-
eter space at the start of training associated with
delayed learning of image context utilization

Parallel agent effect on speed and memory As
mentioned, the agent learns from batch t while
the parallel agent selects masks from batch t+1,
so there is no delay in training the main model.
Moreover, the agent shares the main model’s pa-
rameters for the first six layers. To assess if latency
mismatch poses an issue, we compare the train-
ing speeds in steps per second with and without
curriculum masking. 5

The difference per second was found to be min-
imal, though the cumulative effect over the en-
tire training process would depend on factors like
dataset and batch size. As for additional memory
overhead, curriculum masking resulted in 1.27x
peak memory usage. This number would likely go
down on setups using larger main models.

Agent training A comparison of rewards 3.3)
obtained with and without our method are shown
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Method #pretrain
COCO Flickr

IR TR IR TR
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

UNITER(Chen et al., 2020) 4m 52.9 79.9 88.0 65.7 88.6 93.8 75.6 94.1 96.8 87.3 98.0 99.8
OSCAR(Li et al., 2020) 4m 54.0 80.8 88.5 70.0 91.1 95.5 - - - - - -
ALBEF(Li et al., 2021) 4m 56.8 81.5 89.2 73.1 91.4 96.0 82.8 96.7 98.4 94.3 99.4 99.8

Codebook(Duan et al., 2022) 4m 58.7 82.8 89.7 75.3 92.6 96.6 83.3 96.1 97.8 95.1 99.4 99.9
ALIGN(Jia et al., 2021) 1.8b 59.9 83.3 89.8 77.0 93.5 96.9 84.9 97.4 98.6 95.3 99.8 100.0

FLAVA(Singh et al., 2022) 68m 38.4 67.5 - 42.7 76.8 - 65.2 89.4 - 67.7 94.0 -
MaskVLM (Kwon et al., 2022) 4m 60.1 83.6 90.4 76.3 93.8 96.8 84.5 96.7 98.2 95.6 99.4 99.9

Florence (Yuan et al., 2021) 900m 63.2 85.7 - 81.8 95.2 - 87.9 98.1 - 97.2 99.9 -
BEiT-3-base (Wang et al., 2022) 2b 63.2 84.3 90.8 80.9 95.1 97.3 87.3 97.9 99.1 97.1 99.6 99.9

MAP(Ji et al., 2023) 4m 60.9 86.2 93.1 79.3 94.8 97.6 83.8 97.2 98.7 94.9 99.5 99.8
C-mask 4m 60.9 83.6 90.2 78.5 94.0 95.2 83.6 95.8 98.6 94.6 99.0 99.1
C-mask 14m 61.7 84.7 90.2 78.9 95.3 96.9 84.2 96.9 99.1 95.1 99.4 99.9

Table 3: Evaluation on Image Retrieval (IR) and Text Retrieval (TR). Models trained on significantly more data are
highlighted in yellow

Method NoCaps OOD
Flickr

IR TR
R@1 R@5 R@10 R@1 R@5 R@10

UNITER(Chen et al., 2020) - 66.2 88.4 92.9 80.7 95.7 98.0
ALBEF(Li et al., 2021) - 68.2 88.6 93.0 84.9 97.2 99.0

⋄ SimVLM-base(Wang et al., 2021) 82.5 - - - - - -
⋄ SimVLM-large(Wang et al., 2021) 96.3 - - - - - -

FLAVA(Singh et al., 2022) - 65.2 89.4 - 67.7 94.0 -
OSCAR(Li et al., 2020) 80.3 - - - - - -

VinVL(Zhang et al., 2021) 83.8 - - - - - -
⋄ CLIP (Jia et al., 2021) - 68.7 90.6 95.2 88.0 98.7 99.4
⋄ ALIGN(Li et al., 2021) - 75.7 93.8 96.8 88.6 98.7 99.7

MaskVLM (Kwon et al., 2022) - 75.0 92.5 95.8 87.0 97.9 99.3
⋄Florence (Yuan et al., 2021) - 76.7 93.6 - 90.9 99.1 -
⋄BEiT-3-base (Wang et al., 2022) - 77.6 93.4 96.2 90.9 99.0 99.0

C-mask (4m) 87.2 74.2 91.8 95.1 86.2 96.3 99.1
C-mask (14m) 94.5 74.7 92.1 95.3 87.9 97.9 99.3

Table 4: Zero shot performance on retrieval (Flickr) and caption generation (NoCaps out of domain split). Models
highlighted in green were finetuned on COCO-splits for NoCaps and models with a ⋄ preceding them were trained
on significantly more data.

in figure 3 (bottom-right). In our experiments, the
non-stationarity of the environment has not resulted
in failure to converge. State and action spaces as
well as transition probabilities remain the same;
only the reward function changes as the main model
learns. The ratios of cross model interactions also
likely stay similar as their magnitudes change. Fi-
nally, the reward function changes at a very gradual
pace.

5.2 Choice of reward

Theoretically grounded measures for cross modal
interaction (Liang et al., 2022) have been de-
veloped, but they are designed for interpretabil-
ity/visualization and cannot be readily adapted
for mask selection. Therefore, we use a value
weighted attention based score as a proxy. Ac-
cording to their framework, a multimodal func-
tion f can be decomposed into unimodal subfunc-

tions and cross modal interaction: f(x1, x2) =
g1(x1) + g2(x2) + g1,2(x1, x2)

The cross modal term, g1,2(x1, x2) (CM), can
be isolated by taking second-order gradients of f to
zero out unimodal terms, resulting in an interaction-
per-pixel intensity map. Through a series of exper-
iments in Appendix A, we show that our reward
score is highly correlated with CM intensity scores
in image regions pertinent to queried text tokens.

5.3 RL versus other approaches

Our method using RL is the only approach out of
several possible ones that can directly maximize
cross model interaction and do so over the entire
course of training. Curriculum setups can be di-
vided into static and dynamic variations, and the
latter can be further subdivided into data based and
model based approaches. With a static curriculum
of preset masks for each data point, the change in
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Step Avg reward
c-mask random

10k 0.42 0.37
50k 0.68 0.39
100k 0.76 0.45
150k 0.91 0.56
200k 1.34 0.87
300k 1.79 1.22
400k 2.23 1.56
600k 2.62 1.78
800k 2.58 1.94
1m 2.62 1.96

Figure 3: High-res cam showing the image areas attended to at early stages in training (epochs 5 and 10) (top)
and for different factorization orders(bottom-left). The bottom images of the panda were taken from epoch 20.
Bottom-right shows average rewards using c-mask compared to random masking
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attention patterns as the model learns is not factored
in. Data based approaches (Levine et al., 2020),
leveraging measures of statistical association like
mutual information, do offer dynamic mask selec-
tion, but they require a certain level of alignment
between image and text feature space, which only
arises midway through training. For this reason
they are not readily transferable to the multimodal
scenario despite their success in text only pretrain-
ing. Finally, model based approaches leverage arti-
facts like model weights and/or a side model, based
on the notion that a model with a similar level of
learning is a good indicator of appropriate difficulty
(Sachan and Xing, 2016). Limitations of previously

discussed methods do not apply. Our approach us-
ing a parallel model with shared weights as an RL
agent falls into this category. An alternative ap-
proach in this category would be a student-teacher
like in AttnMask (Kakogeorgiou et al., 2022). This
method, however, only maximizes cross modal in-
teraction indirectly.

method training speed (steps/sec) peak memory multiplier
with c-mask 6.1 1.27x

without c-mask 6.3 1x

Table 5: Effect on speed and memory

6 Conclusion

In this paper, we present a curriculum masking
strategy for V+L pretraining. Masks and factoriza-
tion orders are selected by a parallel agent that aims
to maximize cross modal interaction. Better pre-
training efficiency and relational understanding are
achieved, as demonstrated on various downstream
tasks and experiments, at a reasonable speed and
memory cost. The proposed method is also able to
complement concurrent methods in V+L pretrain-
ing.
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A Choice of Reward

Here we present empirical support for our choice
of Ri. Theoretically grounded measures for cross
modal interaction have been developed (Liang

et al., 2022), but they are designed for interpretabil-
ity/visualization and cannot be readily adapted for
mask selection. Therefore, we use a proxy in their
place. According to their framework, a multimodal
function f can be decomposed into unimodal sub-
functions and cross modal interaction:

f(x1, x2) = g1(x1) + g2(x2) + g1,2(x1, x2)

The cross modal term, g1,2(x1, x2) (CM), can be
isolated by taking second-order gradients of f
to zero out unimodal terms. This results in an
interaction-per-pixel intensity map. It can be used
to visualize important regions, but our use case
requires a composite score. Thus we adopt a Ri

based on value weighted attention, which measures
how much an image token’s representation is fused
into a text token’s. We show it to be highly cor-
related with CM intensity scores in image regions
pertinent to queried text tokens in Appendix C. Per-
tinent regions are found using an object detector.
We calculate Ri by averaging the value weighted
attentions for the top 8 "attended to" image patches
as this signifies concentrated attention on key im-
age regions. Using the average over all patches
would reward blindly attending to random image
content or dispersed attention around relevant ob-
jects. We found 8 to work best, but this can be
selected as a hyperparameter as well.

Experiments for choice of reward Reward Ri is
designed to encourage cross model interaction. As
discussed, there exist theoretically grounded mea-
sures for cross modal interaction, but they cannot
be readily adapted for our purposes. We thus use
our value weighted attention score as a proxy. The
theoretically grounded measure based on second
order gradients (Liang et al., 2022) requires first
taking a gradient of f with respect to the text token
we are interested in finding cross modal interaction
for. A second order gradient is then taken with
respect to all image pixels. The resulting output is
thus of the same dimension as image pixels. Values
show the amount a pixel interacts with the queried
text token. This output adds tremendous value for
visualization, but its per-pixel format is not a score
we can use as a reward to maximize over. Further-
more, it is not relevant-object-discriminative. If a
function of the per-pixel interaction map like its
sum were used, it would reward interaction with
a large number of irrelevant pixels. Thus, we opt
for value weighted attention and specifically the
value weighted attention of the top 8 image to-
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Top 8 value weighted attention 1 2 3 4 5 6 7
0.91 0.64 0.73 0.69 0.58 0.84 0.82 0.82

Table 6: Correlations of different candidate reward scores with W-IOU scores

Hyperparameter VQA VE NLVR COCO No-caps
Batch size 264 264 128 128 264

Warm up steps 1k 1k 1k 500 1k
train steps 100k 50k 50k 50k 10k
Start LR 5e-4 5e-3 5e-4 8e-4 8e-4
Min LR 0 0 5e-7 8e-7 0

Grad Clip 1.0
WD 0.05

Scheduler One-Cycle
Optim AdamW

Optim-epsilon 1e-8
Optim-betas (0.9, 0.999)

Table 7: Fine tuning hyperparameters

kens, hypothesizing that highly concentrated value
weighted attention would signify interaction with
a relevant object. Our experiment detailed below
validates this hypothesis.

We point out that our top-8 value weighted at-
tention score is a composite score over the entire
image, thus we cannot make comparisons to rele-
vant objects found using an object detector. The
second order gradient interaction score is, however,
given pixel-by-pixel and can thus be compared in
such a manner, meaning that we can first use it,
along with an object detector, to compute interac-
tion with relevant image objects and then calculate
the correlation between our proposed reward and
this discriminative-interaction.

We thus select 200,000 image-text pairs ran-
domly and compute the second order gradient in-
teraction scores for a random word from epoch 0
to 30. Next, we locate objects corresponding to the
queried tokens using a pretrained object detector,
DETR, for our 600k data points. Weighted intersec-
tion over union (w-IOU) scores are then computed
to find the overlap between detected objects and
high-interaction pixels. Next, we find the correla-
tion between our top-8 value weighted attention
reward scores and w-IOU scores, which indicate
not just cross modal interaction, but cross moddal
interaction with relevant regions. Since samples
are taken from epoch 0 to 30, the ability to gauge
relevant cross modal interaction is assessed for var-
ious stages of training. We find a 0.91 correlation

for our proposed score, a much higher number than
other candidate scores. Other measures we test in-
clude aggregating second order gradient score by
mean (1), top 100 pixels (2), top 500 pixels (3),
top 200 pixels (4), top 4 value weighted attention
(5), top 15 value weighted attention (6), and top
50 value weighted attention (7). Correlations are
presented in table 6:

In summary, our our reward serves as a suitable
proxy for cross modal interaction with relevant
image regions.

B Fine tuning and task details

Details for fine tuning on downstream tasks are
listed in table 7.

For NLVR, we deal with (image-1, image-2, text)
triplets by using a [sep] token between images. An
MLP layer follows to output binary predictions of
whether the image-pair is described by the text.

In-domain splits from Nocaps are not used as
they contain data from COCO, which we used in
pretraining. Similarly, COCO results are not re-
ported for zero-shot retrieval in order to truly assess
zero shot transfer.

VGA tests the ability to correctly assign at-
tributes to objects, e.g. "The crouched cat and
the open door" vs. "The open cat and the crouched
door". Co and Fo require discerning the correct
ordering of a caption for a given image from per-
muted orderings.
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Batch Size LR Min LR Warmup Optim epsilon betas Dropout clipping wd
6144 5e-4 0 10k AdamW 1e-6 (0.9, 0.98) No 1.5 0.05

Table 8: Pretraining hyperparameters

C Pretraining details

Details for pretraining are listed in table 8.
Weights are initialized from unimodal stagewise

pretrained checkpoints (ImageNet-22k followed
by English Wikipedia/BookCorpus/OpenWebText).
Image-text contrastive loss (ITC) is added for re-
trieval tasks and a decoder is head used for genera-
tion tasks. The parallel agent uses parameters from
the first 6 layers of the main model and 4 additional
layers.

D Illustrated reward calculation and
explanation of symbols

Presented in figure 5 top is a visual illustration of
the reward calculation, and on the botom is a table
of symbols used.

E Pseudocode

Pseudocode for training PPO in parallel to the main
model is provided below in algorithm 1. We use a
beta of 1e-1 for entropy regularization. There is no
replay buffer/mini batch size as we perform updates
on the whole batch at once. An LR of 1e-4 is used
and 0.2 is selected as the clipping parameter. Since
episdoes are short, there is no horizon parameter
either.

F Additional ablations

Additional ablations are presented in table 9.

Details The tested configurations are: learned
mask selection only, random masked spans only,
learned mask + masked span selection, random
masked spans + random factorization order, learned
masked spans + random factorization order, ran-
dom masked spans + learned factorization order,
learned mask selection + masked span selection +
factorization order (full model), and no new fea-
tures (vanilla MLM baseline).

Analysis Even random spans boosts performance
on VGR considerably. Learned masks alone, on
the other hand, do not have this effect. Learned fac-
torization order boosts performance over all tested

tasks and boosts VGR performance in greater pro-
portion. Random factorization order also brings a
slight boost over vanilla MLM.

G Setup for experiments shown in figure
1

Experiments whose output is shown in figure 1 are
designed to test the limitations of random mask-
ing in V+L pretraining. The model architecture
used is as follows: A two stream encoder consist-
ing of separate vision and text encoders are used,
followed by a fusion block. The vision encoder
is initiated from pretrained weights of a ViT-base
and the text encoder is initiated from the first six
layers of BERT. The fusion encoder consists of the
last six layers of bert, with added cross attention
to each layer to allow for attention to the output of
the vision encoder. The architecture is similar to
that used in ALBEF (Li et al., 2021). Pretraining
datasets and hyper-parameters are same as those
used for our main experiments. We use a different
architecture from our main experiments for these
"motivation experiments" because those used in
motivation experiments are more widely used and
thus better reflect the limitations that random mask-
ing bring in practice. Furthermore, the two stream
architecture lends itself better to interpretability, as
attention to image context happens in an isolated
cross attention layer. If attention to image and text
context share attention weights, this advantage is
not present.

H Class of compatible functions f

Our proposed method is compatible with both sin-
gle and dual stream architectures. Expressing
the general form of f as f(m1,m2, ...,mn) =
g(h1(m1), h2(m2), ..., hn(mn)), where hi :
Mi → Hi are modality-specific encoders that
maps features to a modality-specific representa-
tion space and g :→ R is a fusion function that
combines them into the common representation
space R, the only constraint is that g includes a
transformer. hi may be modality specific transform-
ers or simply the identity function I in the single
stream case. They may also perform preprocessing
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Symbol/eq Def.
Ri Cross modal interaction for text token t
S State space, i.e. the multimodal input
G Rewards, i.e. mean cross modal interaction
A Action space, i.e. mask configuration and factorization order
a action within action space (composite action)
γ Discount rate
T Transition probs for states
π Policy learnt by RL agent
q Factorization Order

aL = q Last action in composite action is the selection of factorization order
a<q = t1, t2... Actions before last are selection of tokens to mask

V π
t State value estimate following policy π

Qπ
t Action value estimate following policy π

Aπ
t Advantage function following policy π

Hθ Entropy regularization term

Figure 5: Top: Illustration of the calculation for cross modal interaction score’ Bottom: Symbols and definitions

steps like <img> </img> tag appending, as in re-
cent breakthroughs Kosmos1 (Huang et al., 2023)
and Palm-e (Driess et al., 2023), which concatenate
tagged modalities before feeding them into a trans-
former. On that note, g must include a transformer,
but can also include other modules like concatena-
tion or contrastive mapping.In the dual stream case,
self attention is used for intra-modality attention
and cross attention is used for inter-modality atten-
tion. In the single stream case, self attention is used
to attend to both inter and intra modality contexts.

I Generalized language modeling

Masked language modeling comes with a condi-
tional independence assumption. From equation 1,
it can be seen that the prediction of one masked to-
ken does not depend on other masked tokens; only
unmasked tokens are used as context. This assump-
tion is lifted in the case of autoregressive language
modeling in which previously predicted tokens (to
the left) are used as context. They can in fact be
viewed as masks that were predicted at previous

factorization steps. If the conditional independence
assumption were removed from MLM, every sin-
gle token were masked, and prediction occurred
from left to right, we would have autoregressive
language modeling, hence the statement that au-
toregressive language modeling is a special case
of generalized language modeling. Furthermore,
ARLM assumes one token is predicted at each fac-
torization step. Generalized language modeling,
in contrast, allows for predicting multiple tokens
in parallel at each step. (MLM also features this,
as there is only one "step") We thus allow for pre-
diction of contiguous spans to maximize relational
learning and cross model interaction. In summary,
generalized language modeling allows for masking
of any number of tokens, prediction of any subset
of them at each step, and prediction in any factor-
ization order. There are other terms to describe this
such as partially autoregressive language modeling
(Yang et al., 2019) and permutation language mod-
eling (Bao et al., 2020). Implementation-wise, we
prevent tokens from attending to tokens that come
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Algorithm 1 Training masking agent in parallel with main model

1: Initialize parameters for main model θ
2: Share first 6 layers of θ with agent and initialize remaining three layers θagent
3: Initialize value function parameters ϕ
4: Set clip parameter ϵ and entropy regularization coefficient β

5: procedure ROLLOUT PHASE(batch)
6: Use current θagent to compute multi-discrete action probs
7: Obtain mask config and factorization order
8: Send to main model and get reward
9: end procedure

10: procedure LEARNING PHASE(batch)
11: Compute advantages estimates Â
12: Compute ratio of new and old probabilities r(θ) = Pθ(a|s)

Pold(a|s)
13: Compute clipped surrogate objective
14: L(θ) = 1

|B|
∑

(s,a,r,s′,d)∈B min
(
r(θ)Â, clip(r(θ), 1− ϵ, 1 + ϵ)Â

)
− βH(Pθ)

15: Update agent’s policy (last 3 layers) by ascending the stochastic gradient with respect to θagent:
θagent ← θagent + α∇θagentL(θ)

16: Update value function by descending the stochastic gradient with respect to ϕ: ϕ← ϕ−α∇ϕVϕ(s)
17: end procedure

18: for (batch t, batch t-1)← 1 to n-batches do
19: Rollout-phase (batch t), Learning-phase (batch t-1)





in parallel
20: Train main model (batch t-1)
21: end for

later in the factorization sequence using "attention
masks" (not to be confused with masked tokens)
and train with teacher forcing. This is akin to how
in ARLM tokens can only attend to context to their
left. Pseudo masks are used as in UniLm-v2 (Bao
et al., 2020) to allow for teacher forcing during
training. Pseudo masks with the same positional
embeddings as the original tokens are appended
to the sequence, alongside original tokens. The
reason is that, if regular [masks] were used, teacher
forcing would not be possible. Pseudo masks are of
course prevented from attending to original tokens
to prevent information leakage. We direct readers
to figures 4 and 5 of the UniLM-v2 paper, which
provides excellent graphical layout. An image is
truly worth a thousand words in this case.
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Configuration NLVR test-p VE-test Flickr-IR-R@1 Flickr-TR-R@1
baseline 78.57 78.83 80.1 89.8

m 79.23 79.01 80.0 90.1
s 79.26 79.73 80.2 90.7

m+ls 79.32 80.45 81.0 91.2
s+q 80.46 81.02 82.3 91.6
ls+q 81.29 81.56 83.1 92.2
s + lq 81.26 82.33 83.1 92.7

full model 83.76 85.01 83.6 94.6

Table 9: Further ablations
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