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Abstract

Teaching large language models (LLMs) to gen-
erate text with attribution to evidence sources
can reduce hallucinations, improve verifiability
in question answering systems (QA), and in-
crease reliability of retrieval augmented LLMs.
Despite gaining increasing popularity for us-
age in QA systems and search engines, current
LLMs struggle with attribution for long-form
responses which require reasoning over multi-
ple evidence sources. To address this, in this
paper we aim to improve the attribution capa-
bility of LLMs for long-form answer genera-
tion to multiple sources, with multiple citations
per sentence. However, data for training multi-
source attributable QA systems is difficult and
expensive to annotate, and therefore scarce. To
overcome this challenge, we transform existing
QA datasets for this task (MULTIATTR), and
empirically demonstrate, on a wide range of
attribution benchmark datasets, that fine-tuning
on MULTIATTR provides significant improve-
ments over training only on the target QA do-
main. Lastly, to fill a gap in existing bench-
marks, we present a multi-source attribution
dataset containing multi-paragraph answers,
POLITICITE, based on PolitiFact articles that
discuss events closely related to implementa-
tion statuses of election promises.

1 Introduction

Large language models (LLMs) are one of the most
popular tools for a variety of NLP tasks, includ-
ing question answering (QA). However, a number
of issues have arisen as research in LLMs contin-
ues, notably their tendency to hallucinate facts de-
spite otherwise fluent generations (Ji et al., 2023).

∗Work done during internship at Amazon
† Work completed at Amazon

Several strategies have been proposed to eliminate
this shortcoming, and in this work, we focus on
retrieval-augmented generation (RAG), and partic-
ularly an important adjacent area of attributed QA
(Bohnet et al., 2023), i.e., to cite the sources used
for writing the LLM’s responses. The ability to cite
evidence sources accurately can help to improve
model development and debugging, explainability
of generations, and more importantly the end-user
trust on the LLM outputs (Menick et al., 2022; Ras
et al., 2021; Nakano et al., 2021).

While the attribution problem in general is non-
trivial (Gao et al., 2023b; Yue et al., 2023), the
multi-source attribution task is particularly chal-
lenging as multiple retrieval sources are necessary
to support statements in a long response (see Fig-
ure 1 for an example). This is exemplified by the ci-
tation quality evaluations done by Liu et al. (2023),
where they show that even the popular generative
search engines (e.g., Bing and perplexity.ai) which
support multi-source reasoning, have just 52% of
statements to be fully supported by their citations,
and only 75% of citations supporting the statement.

So far, existing works (Li et al., 2023a) for this
task have either utilized a multi-task learning setup
by jointly predicting the response and in-line ci-
tations (Menick et al., 2022; Cohen et al., 2022;
Glaese et al., 2022) or perform source attribution
post generating the responses (Gao et al., 2023b;
Yue et al., 2023). One shortcoming of the former
is that they predominantly deal with commercial
search engines, and are primarily for single-source
attribution per statement. The shortcoming of the
latter is that while they perform well on single-
source attribution, they fail to perform well on attri-
bution prediction in human-annotated multi-source
attribution datasets. A major challenge for multi-
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source attribution is lack of availability of RAG
training data with citations, as data-efficient meth-
ods like few-shot prompting underperform (Gao
et al., 2023b). In this paper, we address these
challenges by instead using few-shot prompting
to automatically transform existing QA datasets to
generate training data for multi-source attribution.

Finally, all the existing human-annotated long-
form attribution datasets (Kamalloo et al., 2023;
Bajaj et al., 2016; Liu et al., 2023) focus primarily
on single source attribution, or at most, contain an-
swers that are one paragraph in length. To address
this, we present POLITICITE, a multi-paragraph
and multi-source attribution QA benchmark dataset
sourced from PolitiFact,1 with 428 long, expert-
written articles that analyze to what extent a politi-
cian has kept a promise. Politics is not just a do-
main with rich text-data, but also where text forms
a crucial data-source to improve accountability in a
society (Subramanian, 2021), and the dataset lies at
the core of this purpose. We ask human annotators
to retrieve evidence snippets from the cited sources
and indicate the degree to which the evidence sup-
ports a statement. As POLITICITE provides gold
evidences, it allows the study of attribution indepen-
dent of the retrieval quality. Improving attribution
quality is important in the political domain, which
is rampant with misinformation, and can directly
improve the public trust on LLM-generated text.

We summarize our paper’s contributions as follows:

• We highlight the challenges of the multi-
source attribution prediction task, which has
received less community attention for both the
multi-task in-line citation generation and post
response generation approaches.

• To address the lack of training data for multi-
source attribution prediction, we transform
existing QA datasets using a simple few-shot
prompting approach, and empirically show
that models pre-trained on this data can signif-
icantly improve performance when they are
fine-tuned on the target domain datasets.

• To address the lack of availability of a multi-
paragraph multi-source human-annotated eval-
uation benchmarks for this task, we collect
and release the POLITICITE dataset2.

1https://www.politifact.com/
2Data can be found at https://github.com/

offendo/politicite

2 Related Work

LLMs often hallucinate when answering ques-
tions, generating otherwise fluent responses while
still containing misinformation. There is signifi-
cant prior work studying hallucination and improv-
ing reliability of generations (Zhang et al., 2023)
through methods such as improving quality of data
used during pre-training (Li et al., 2023b), adding
domain-targeted data during supervised fine-tuning
(Elaraby et al., 2023), designing suitable reward
models and alignment to human preferences us-
ing reinforcement learning (Ouyang et al., 2022)
and retrieval-augmented generation (Izacard et al.,
2022; Borgeaud et al., 2022).

Retrieval-Augmented Generation In retrieval-
augmented generation (RAG) (Lewis et al., 2020;
Guu et al., 2020; Borgeaud et al., 2022; Izacard
et al., 2022), for a question, relevant text is re-
trieved (say from web) and used as input to the
LLM model. This allows the model provide sup-
ported responses, which can reduce hallucinations
and improve the response quality. Other work (Gao
et al., 2023a) allow retrieval after generation, up-
dating the response based on the new information.

RAG with In-line Attribution In a RAG sys-
tem, there is no guarantee that generations are com-
pletely grounded in the sources. Requiring models
to attribute generations to sources can mitigate both
concerns, while also improving explainability. To
this end, Bohnet et al. (2023) introduce attributed
QA as a task, though only include single-source
attribution. Currently, joint answer-citation genera-
tion (in-line citation) models have poor attribution
performance (Liu et al., 2023; Gao et al., 2023b;
Bohnet et al., 2023), and improving quality has
been of interest (Li et al., 2023a).

However, multi-source attribution has not seen
as much focus. While some datasets were cre-
ated specifically to require reasoning over multiple
sources (Yang et al., 2018; Ho et al., 2020; Qi et al.,
2021), their primary aim is in improving answer
quality rather than attribution performance.

Attribution Evaluations Liu et al. (2023),
through human annotation, find just 52% of state-
ments are fully supported by their citations, indicat-
ing a need for improvement. To measure improve-
ment, Rashkin et al. (2022) introduce AIS, a system
for annotating attribution in responses. Since AIS
is not automatic, using NLI models to approximate
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human judgment is a common approach (Honovich
et al., 2022; Kamoi et al., 2023; Gao et al., 2023b),
and recently fine-tuned attribution models are em-
ployed for evaluation (Yue et al., 2023). Gao et al.
(2023b) used multi-source datasets in their end-to-
end evaluation system ALCE, but do not have gold
labels for retrieved sources, making evaluation re-
liant on NLI models which we find to have gaps on
multi-source long-form datasets.

Benchmark datasets There are useful datasets
for attributed question answering (Liu et al., 2023;
Kamalloo et al., 2023; Yue et al., 2023) and some
which could be adapted with additional annotation
or automatic heuristics (such as Stelmakh et al.
(2023); Fan et al. (2019); Amouyal et al. (2023)
as in Gao et al. (2023b)). Of note, the dataset
from Liu et al. (2023) (VJ) provides a difficult at-
tribution benchmark which isn’t easily solvable
by off-the-shelf single-source NLI models. Multi-
hop datasets such as HotpotQA (Yang et al., 2018),
while useful for training, make poor benchmarks
for attributed QA at source-level granularity: sim-
ple fine-tuning of Llama-2 (7b) with LoRA (Hu
et al., 2021) achieves over 97% citation accuracy
on a held out set. Kamalloo et al. (2023) intro-
duced HAGRID, a dataset of LLM generations
with annotated sources, which could prove useful
for fine-tuning models for attributed QA. We leave
incorporating it into our training data for future
work.

Both VJ and HAGRID have LLM generated an-
swers, and the datasets used in ALCE have human
written responses but no annotated sources. In
contrast, our benchmark (POLITICITE) has both
high-quality (expert-written) answers and human
retrieved evidences, mitigating propagated LLM
errors. Furthermore, current benchmarks measure
attribution only on single-sentence or few-sentence
responses. POLITICITE is the first multi-source
attributed QA benchmark with multi-paragraph an-
swers, filling an important gap in this area.

Leveraging LLMs for Data Additionally, LLM-
human collaboration has proven useful in generat-
ing datasets for a variety of tasks (Yue et al., 2023;
Wiegreffe et al., 2022; Liu et al., 2022; Wang et al.,
2023; Honovich et al., 2023; Mekala et al., 2022;
Bonifacio et al., 2022). We follow Yue et al. (2023)
in automatically repurposing datasets, but instead
focus on multi-source attribution with fine-tuned
attribution prediction models. These could be used

for both attribution of existing RAG-LLMs and for
evaluation as in previous work.

3 Multi-Source Attribution in QA

First, we introduce some terminology we use for
the remainder of the paper. A source (si) is a text
segment (boundaries dependent on the chunking
strategies employed), obtained using any suitable
retrieval approach, which we assume to be true.
In the retrieval augmented generation (RAG) set-
ting (Lewis et al., 2020), given a query Q, a gen-
erative QA model generates a response R which
is made up of one or more verifiable statements
(ri, R = ⋃i∈m ri), grounded on the top-k evidence
sources. For multi-source attributed QA, we want
the individual statements (ri) to be attributed to
one or more sources, i.e., we define a function
ϕ(S, ri) → {0, 1} which takes a set of sources S
(S = ⋃i∈k si) and a statement ri and generates 1
for a subset of sources, Sg, which entail ri, and 0
otherwise. We denote the generated response with
in-line attributions as Rc.

Existing Approaches There are two popular ap-
proaches of solving the multi-source attributed QA
task: (a) post-gen. citation: perform citation gener-
ation synthesizing the retrieved evidences using the
(already generated) response by a RAG model (i.e.,
(Q, S, R) → Rc), and (b) in-line citation genera-
tion: a multi-task learning setup by jointly generat-
ing the response and in-line citations, (Q, S) → Rc.
In this work, we assume the existence of a retrieval
model to fetch top-k relevant evidence text, and the
goal of our system is to get multi-source attributed
responses to these already retrieved evidences.

The advantage of the post-gen. citation approach
is that it can be applied on top of any existing LLM
that is used for response generation, and allows
to improve the post-gen. model for citation pre-
diction performance independent of the other re-
sponse quality indicators (e.g., fluency). At the
same time, the drawback is that the response gen-
eration model cannot use the attribution signals to
improve the quality of output, as shown to be fea-
sible by (Yang et al., 2018) for short answers with
multi-source reasoning. On the other hand, a joint
approach makes it necessary to retrain the model
each time we change the citation style or granular-
ity of attributions (e.g., sentence, sub-sentence or
a paragraph). In general, a joint model is harder
to train than a post-gen. model, as the response is
already generated in the latter approach, and the
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Sources:
[1] Jonathan Stark (born April 3, 1971) is a former professional tennis player from the United States. During his career he won two Grand Slam doubles titles (the 1994 French
Open Men’s Doubles and the 1995 Wimbledon Championships Mixed Doubles). Stark reached the World No. 1 doubles ranking in 1994.
[2] Henri Leconte (born 4 July 1963) is a former French professional tennis player. He reached the men’s singles final at the French Open in 1988, won the French Open men’s
doubles title in 1984, and helped France win the Davis Cup in 1991. Leconte’s career-high singles ranking was world No. 5.

Question: Which tennis player won more Grand Slam titles, Henri Leconte or Jonathan Stark?
Given (Short) Answer: Jonathon Stark

Paragraph Response: Jonathon Stark won two Grand Slam doubles titles (the 1995 French Open Men’s Doubles and the 1995 Wimbledon Championships Mixed Doubles)[1],
while Leconte won only one Grand Slam doubles title (the 1984 French Open Men’s Doubles) [2]. Stark also reached the World No. 1 doubles ranking in 1994 [1], while Leconte’s
career-high singles ranking was world No. 5 [2].

Figure 1: An example of HotpotQA → MULTIATTR by expanding short answers to paragraphs with in-line citations.

Original Source: "Whenever Holly (her daughter) said or did anything brattish, I’d just go, ’Is there a problem, "Veruca"? Can I help you?’ That "always" snapped her out of it.
But I didn’t call Barnaby (her son) anything because there was no need; he never gave me any such trouble." Julie Dawn Cole Julie Dawn Cole (born 26 October 1957) is an
English actress and politician who has been active for more than 40 years. She began as a child performer in what remains her best-remembered film, 1971’s "Willy Wonka & the
Chocolate Factory", playing the spoiled Veruca Salt.

Question: Who played veruca in the original willy wonka?
Answer Julie Dawn Cole played Veruca in the original Willy Wonka.

Generated Positive Source: Veruca Salt, the bratty, sassy, and demanding child in the 1971 film "Willy Wonka & the Chocolate Factory," was played by none other than Julie
Dawn Cole. Interestingly, Cole’s portrayal of Veruca was so memorable that it has become her most recognizable role to date
Generated Negative Source: The 1971 film Willy Wonka & the Chocolate Factory was a musical fantasy film directed by Mel Stuart and released by Paramount Pictures. It was
based on the 1964 novel Charlie and the Chocolate Factory by Roald Dahl. The film starred Gene Wilder as Willy Wonka and introduced Peter Ostrum as Charlie Bucket. The
film’s storyline concerns five children who win a golden ticket to visit Wonka’s mysterious and magical chocolate factory.

Figure 2: An example of NQ → MULTIATTR by augmenting additional positive and negative references. The
answer “Julie Dawn Cole” appears in the generated positive source while also including other information. The
negative source discusses the movie, but importantly doesn’t mention information required to answer the question.

former approach may not always result in overall
improvements (Menick et al., 2022).

Evaluation For post-gen. citation, we use gold
answers for both training and evaluations, which
allows us to compare the predicted attributions
directly against the gold citations to compute
sentence-level citation accuracy (exact-match) and
citation F1 following by comparing against gold
labels (Liu et al., 2023).

For the joint approach (in-line citation gener-
ation), where we predict both the response and
in-line citations together, there is no one-to-one
alignment of sentences between the prediction and
gold annotations. We employ two different evalua-
tion strategies in this case. First, the unsupervised
evaluation framework ALCE (Gao et al., 2023b),
which assumes access to ground-truth responses
but not the citations. Here, generated answer cor-
rectness is estimated based on entailment of indi-
vidual claims from the gold response, and citation
quality assessments are NLI-based (checking en-
tailment of generated response given the evidence
sources). Second, when we have both ground truth
answers and citations, we break the gold response
into individual claims and align them to predicted
answer sentences, similar to the way Gao et al.
(2023b) does for measuring answer correctness. Fi-

nally, we compute citation F1 by comparing the
gold citations against the aligned sentences’ pre-
dicted citations (see Figure 3).

4 MULTIATTR Data

In this section, we describe our method for creating
MULTIATTR by transforming existing QA datasets
with attributions, targeting multi-source attribution
in long-form answers. There can be two possible
scenarios in multi-source attribution: an answer
may require multiple sources to support it or multi-
ple sources can support a claim independently. We
consider both scenarios in this work.

Our proposed strategies are: (a) given a question,
multiple retrieved sources and a short response as
in the case of HotpotQA (Yang et al., 2018), we
use few-shot prompting similar to Yue et al. (2023)
to expand the short responses into long answers,
and (b) given a attributed QA dataset with single-
source citations, as found in the NaturalQuestions
(Kwiatkowski et al., 2019), we propose a few-shot
prompting strategy to augment additional positive
and negative evidence sources. In this paper, we
demonstrate this approach focusing on two datasets,
but this can easily be extended to more QA datasets
using a combination of these prompts, to gener-
ate large-scale repurposed multi-source attribution
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Figure 3: Example for Citation F1 and Claim recall for a single predicted and gold response. In a multi-sentence
setting, citation F1 is computed over all the predicted sentences, and a claim recall is 100% if every claim was
entailed by at least one sentence in the predicted text.

datasets, which we leave for future work.

Expanding Short to Long Answers Each ex-
ample in HotpotQA consists of a question, a short
answer, and ten source paragraphs, of which two
contain information necessary to correctly answer
the question. We use a few-shot prompting ap-
proach (similar to Yue et al. (2023)) with Llama-2
Chat (13b), to generate longer responses with at-
tributions. See §A.1 for the exact prompt used for
generation and example outputs. In addition, the
responses often incorporate additional information
from the sources to create a more informative an-
swer as shown in Figure 1.

Generating Positive and Negative Sources We
use the Natural Questions dataset from (Yue et al.,
2023) by selecting answers labeled “attributable”
(i.e., fully-grounded on the evidence source). As
each example has a single gold source, we augment
three additional sources which can be positive or
negative references. First, we paraphrase the source
paragraph conditioned on the question and gold an-
swer in order to generate another positive source
to augment. We instruct the model to use a differ-
ent style, word choice, and length, while keeping
the relevant information. Second, to generate dis-
tracting sources, we prompt the model to generate
two paragraphs on the same topic as the source,
but with no information overlap with the provided
statement. This has the effect of generating an
on-topic but irrelevant paragraph, which acts as a
stronger distractor than randomly selecting an irrel-
evant reference (see §A.2 for prompts used). Refer
to Figure 2 for an example output.

Finally, we use an NLI model (Honovich et al.,
2023) to validate and filter positive and negative
sources against the gold answer for entailment and
non-entailment respectively.

5 Experiments

In this section, we describe our experimental set-
tings, followed by a discussion of the results.

5.1 Datasets

First, we describe the evaluation datasets that we
use, along with any details of pre-processing done.
Verifiability Judgments (VJ): We use the human-
annotated dataset from Liu et al. (2023). The exam-
ples are annotated generations from four generative
search engines with attribution (Bing Chat, Nee-
vaAI, perplexity.ai, and YouChat). We use exam-
ples which are completely supported by the union
of the cited sources. Given evidence snippets are
single sentences, to bring uniformity as in a typical
RAG setting, we expand evidences to a 400-token
snippet by searching the full source document. In
the end, we have 1907 training and 494 testing
examples (with disjoint query sets).
MSMARCO: MSMARCO (Bajaj et al., 2016) is
a large multi-task QA dataset using queries from
Bing search, evidence sources retrieved from the
web and human generated answers. We evaluate
on MSMARCO to ensure our approach still main-
tains competency in the single-source attribution
case. We select examples for which there is a long
answer, and this results in having ∼ 15k samples
for training and ∼ 12.5k for testing.
ALCE: ALCE (Gao et al., 2023b) is an end-to-end
question-answering evaluation system, designed to
measure fluency, correctness, and citation quality.
ALCE combines 1000 examples from each of 3
datasets: ELI5 (Fan et al., 2019), ASQA (Stelmakh
et al., 2023), and Qampari (Amouyal et al., 2023).
We report results on ELI5 and ASQA (as QAM-
PARI is for short-form QA). Answers are human-
written gold answers, while evidence sources are
obtained via retrieval and labeled via exact-match
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Dataset Length Human response? Human-annotated citations?

VJ (Liu et al., 2023) Paragraph ✗ ✓

HAGRID (Kamalloo et al., 2023) Paragraph ✗ ✓

HotpotQA (Yang et al., 2018) Phrase/sentence ✓ ✓

ALCE (Gao et al., 2023b) Paragraph ✗ ✗

POLITICITE Document ✓ ✓

Table 1: A comparison of features of several multi-source attribution datasets. POLITICITE is the first long-form
multi-source QA dataset with both human expert written answers and human annotated citations, and is the first in a
particularly difficult domain (political fact checking).

recall (ASQA) or claim NLI (ELI5).
POLITICITE: Our new benchmark is a multi-
paragraph, multi-source attributed QA evaluation
benchmark with 428 articles regarding implemen-
tation statuses of political promises (sourced from
PolitFact). We have gold evidence retrievals from
cited sources, i.e., all the evidence sources are rel-
evant to the question. Unlike previous datasets,
this has both gold answers and human-annotated
multi-source attributions, and requires longer re-
sponses with more citations than previous bench-
marks, making it challenging for this task. The
differences are summarized in Table 1.

5.2 Models
All experimentals are using Llama-2 (7b) (from
Hugging Face). Models were trained for 3 epochs
with early stopping (based on validation perfor-
mance). Models have a max sequence length
of 2048, total batch size of 64 (8 per GPU × 8
GPUs), and a linear decaying learning rate with
6% warmup ratio, up to a maximum of 2 × 10

−4.
We use deterministic greedy decoding for infer-
ence. We use LoRA (Hu et al., 2021) with rank=8,
α=32, dropout=0.05.

For post-generation citation models, we add a
classifier head with k output labels3 and train them
as multi-label classifiers. In-line citation models
are trained as text-to-text models with completion-
only fine-tuning. We compare models trained with
and without MULTIATTR (based on HotpotQA +
NQ), and fine-tune each of them on the target eval-
uation datasets.

5.3 Experimental Results
Our experiments are organized as follows: we first
highlight the challenges of the multi-source attri-
bution setting by showing that some strong base-

3
k corresponds to the maximum number of retrieved evi-

dences, and is 5 unless specified otherwise

lines, which correlate well with human judgment
in single-source benchmarks, don’t perform well
in the multi-source setting. Following this, we
present our results, highlighting the performance
gains from MULTIATTR, and an ablation study
to demonstrate the impact of varying the training
data size of MULTIATTR and the target in-domain
datasets. Finally, we discuss model performance
on our POLITICITE and remaining challenges.

5.3.1 Single-source Models for Multi-source
Attributed QA

We evaluate two recently popular single-source
attribution models:4 (1) a T5-based NLI model
(Honovich et al., 2023) and (2) Alpaca 7B (Taori
et al., 2023) trained on single-source attribution
evaluation data (Yue et al., 2023) — on VJ and
MSMARCO (see results in Table 2). We present
results of zero-shot evaluation of these models on
the target datasets, and post fine-tuning on the VJ
dataset. Despite good correlation with human judg-
ments on single-source datasets, and high zero-shot
performance on MSMARCO (also single-source),
both models fail to generalize to the multi-source
VJ dataset (as highlighted by low absolute per-
formance in Table 2). Even post fine-tuning, the
best fine-tuned NLI model achieves only 33.2% F1
score, which is 24.5% points behind Llama-2 (7b)
post-gen. attribution prediction model fine-tuned
on VJ. This highlights that existing strong mod-
els for the single-source attributed QA task do not
generalize well to multi-source attributed QA.

5.3.2 Pre-training on MULTIATTR

Next, we train models with and without our MUL-
TIATTR data; and compare performance in both

4We provide a single evidence source and statement as
input in the intended format. While models may work in
a multi-source setting by concatenating evidence sources to
be treated as one, this exponentially increases the possible
combinations of sources, making it infeasible to evaluate.
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(a) Varying the size of MULTIATTR data used for pre-training
when using the entire in-domain training data for fine-tuning.

(b) Varying the size of in-domain (I.D.) training data post
pre-training on the entirety of MULTIATTR .

Figure 4: Performance of post-generation attribution models by varying the size of the pre-training MULTIATTR
and in-domain training datasets. MSMarco and VJ Baselines are trained only with in-domain data, without any
MULTIATTR for pre-training.

NLI Model VJ MSMARCO

T5 xxl 2023 20.6/29.5 65.4/79.7
+ Fine-tuned 10.7/33.2 -

Alpaca 7b 2023 17.0/28.9 59.2/75.7
+ Fine-tuned 17.8/29.0 -

Post-gen. Llama-2 7b 57.8/65.3 84.0/88.4

Table 2: Performance (citation accuracy/F1) of NLI
models (T5 and Alpaca) trained on single-source data
as attribution evaluators.

post-generation and in-line generation settings.
Post-generation Citation For post-gen. models,
we vary the size of MULTIATTR, and in-domain
training data and observe the change in perfor-
mance. We find that pre-training on just 20% of
MULTIATTR starkly increases accuracy (57.8% →
66.8%), and adding the remaining 80% contributes
an additional 1% (66.8% → 67.8%). On MS-
MARCO, we see smaller improvements (a simpler
task), but note that even 20% of the pre-training
data makes a 0.8% improvement (Figure 4a).

After pre-training on the entire MULTIATTR,
fine-tuning on just 20% of the in-domain data im-
proves accuracy by 34.1% (18.3% → 52.4%). Ad-
ditional in-domain data continues to improve accu-
racy, seeing considerable benefits after including all
100% on both datasets, reaching 67.8% and 85.8%
on VJ and MSMARCO respectively (Figure 4b).
Notably, it only requires 40% and 60% of the in-
domain data to surpass the baseline (trained only
with the in-domain data, without MULTIATTR).
These results highlight the benefits of transforming
diverse existing QA datasets to tackle the lack of
training data for multi-source attributed QA.

Training data VJ MSMARCO

Random 12.0/20.9 8.0/20.5
Fine-tuned 57.8/65.3 84.0/88.4

HotpotQA (short) 8.1/35.3 26.0/68.1
+ Fine-tuned 58.5/62.6 85.0/88.5

HotpotQA (long) 19.2/51.5 28.4/71.0
+ Fine-tuned 66.8/72.5 85.8/88.9

Table 3: Accuracy/F1 of post-generation citation models
trained on HotpotQA with (long) and without (short)
our transformation. HotpotQA (short) is the original
dataset (Yang et al., 2018).

Ablation: Length of answers in MULTIATTR To
determine whether transforming HotpotQA by ex-
tending answers from short to long-form helps with
the downstream performance on the target datasets
for post-gen. models, we perform an ablation study
(results in Table 3). We see minimal improvement
on both VJ and MSMARCO after training on short
answers, and a decrease in F1 by 2.7% for VJ.
In contrast, training on the extended long-form an-
swers improves performance on VJ by 9% accuracy
over the baseline, and by 8.3% accuracy over the
model trained on short answers, suggesting that a
similar answer shapes is one of the important as-
pects for positive knowledge transfer between the
pre-training and fine-tuning datasets.

In-line Answer+Citation Generation For in-line
models, we see a similar trend as in post-generation
models (Table 4). That is, while the models pre-
trained only on the augmented data alone perform
poorly on the evaluation datasets, fine-tuning on
the in-domain data post pre-training on MULTI-
ATTR significantly improves performance over the
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Model MAUVE Cor. C. Rec C. Prec

VJ
VJ 9.2 40.2 33.5 48.8
MULTIATTR 2.1 29.8 16.5 25.2
MULTIATTR+VJ 8.4 38.2 35.7 49.8

MSMARCO
MS 53.3 52.4 82.6 83.0
MULTIATTR 45.3 52.6 37.5 34.5
MULTIATTR+MS 56.0 53.3 82.5 83.5

ASQA
VJ 19.3 25.4 50.4 56.9
MULTIATTR 22.9 26.9 27.7 32.8
MULTIATTR+VJ 50.9 27.5 62.1 66.2

ELI5
VJ 46.1 16.0 46.1 46.8
MULTIATTR 35.7 18.1 20.5 27.8
MULTIATTR+VJ 53.9 16.9 49.4 49.4

ELI5 (Few-shot; reported)
ALCE-L-2 13b 50.0 3.9 3.1 5.3
Vicuna 13b 58.2 10.0 15.6 19.6
Chat 13b 34.7 13.4 17.3 15.8
Chat 70b 38.6 12.8 38.3 37.9

Table 4: Fluency (MAUVE (Pillutla et al., 2021)), cor-
rectness (claims NLI/exact-match), and citation preci-
sion/recall for in-line citation models, measured using
ALCE on various datasets. We compare results on mod-
els trained only on VJ, only on MULTIATTR, and both.
We also report few-shot results of ALCE-Llama-2 mod-
els (Gao et al., 2023b).

baseline. On VJ and MSMARCO, we see signifi-
cant improvements in recall and precision, by 5%
and 8% on VJ, and 2% and 1.5% on MSMARCO.
On ASQA, the MULTIATTR pre-trained models
have higher correctness (+2.1% exact-match re-
call), higher citation recall and precision (+11.7%
and 9.3%), and greatly improved fluency. Simi-
larly, on ELI5, we achieve an improvement of 3.3%
and 2.6% recall and precision, while also signifi-
cantly improving fluency and answer correctness
over the baseline. Notably, our fine-tuned models
show sizable improvements over few-shot results
of very large models such as 70B Llama-2 Chat.
We believe that combining pre-training on MUL-
TIATTR with scaling the LLM size should lead to
even further performance improvements.

6 POLITICITE

Annotations We collected 1412 truth-o-meter
promise articles from PolitiFact, and filtered out ar-
ticles having fewer than five citations, which yields
428 articles. We split articles by paragraphs, us-
ing those with at least one cited source, and select
each sentence as a claim (4,839 sentences out of
10,685 total). We employed crowdworkers from

Amazon Mechanical Turk to visit the cited sources
and retrieve an evidence snippet which supports
the claim. Many cited sources are not necessary
for support, but rather to provide context or back-
ground information on a topic. To address this,
we additionally ask annotators to indicate whether
the retrieved evidence (1) completely supports, (2)
partially supports, or (3) is relevant to but doesn’t
support the claim. Annotators were allowed to
add up to five evidences snippets per claim. Each
example was annotated by three annotators with
conflicts resolved by a majority vote. Annotations
had a BLEU score of 37.2 between annotators, in-
dicating a high agreement in the choice of evidence
snippets. Overall statistics of the dataset is given
in Table 5. The dataset would be open-sourced5.

# articles 428
Avg. length of articles 553 words
# claims annotated 10, 685
# claims annotated 4,839
Claims with multi-source citations 1,997
Avg. citations per claim 1.5

Table 5: Statistics about POLITICITE. Average citations
are computed over claims with at least one citation.

Why is this dataset challenging? While each
claim is typically short (avg. of 24 words), articles
are very long, with an average of 553 words (∼851
tokens), and up to 1900 words for the longest. Addi-
tionally, articles have an average of 7 cited sources,
but 11 unique retrieved evidences (some sources
have multiple). Both the long length and high ci-
tations make for several challenges, including a
difficult domain for maintaining fluency, mixing
information from sources, and dealing with a large
context in models with limited context windows.
Empirical Benchmarking on POLITICITE As
there are often many more than 5 sources, we
retrieve the top-5 evidences for post-generation
method consistent with other datasets we use for
training and top-10 for in-line generation models
as they struggle with limited context window, us-
ing BM25. This reduces the recall upper-bound
to 67%, and we leave the full-fledged modeling of
large text for attributed QA to future work.

We benchmark results on POLITICITE in Ta-
ble 6. We observe that both single-source NLI
and our post-generation multi-source attribution

5Politifact Dataset.
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Sources:
[1] https://www.consumerfinance.gov/about-us
The Consumer Financial Protection Bureau is a 21st century agency that implements and enforces Federal

financial law and ensures that markets for consumer [...]
[8] https://www.cato.org/people/dan-quan
Dan Quan is an adjunct scholar at the Cato Institute’s Center for Monetary and Financial Alternatives, [...]

Question (Promise): What is the status of Biden’s promise to create a public credit reporting agency?

Answer (Article):
President Joe Biden’s campaign proposal to create a new agency within the Consumer Financial Protection Bureau to
provide credit scores has not been successful. The Consumer Financial Protection Bureau [1], which
implements and enforces federal consumer financial law, told PolitiFact it has "taken significant actions" to help

consumers combat coercion through increased guidance to the consumer reporting industry [...]

Figure 5: POLITICITE article discussing Biden’s promise to “create a public reporting agency”.

Training Data Post-gen In-line

T5-xxl NLI (2023) 9.3 -

VJ 9.8 5.5/28.1/4.4
MULTIATTR 9.5 8.1/13.5/2.4
MULTIATTR+ VJ 11.3 6.1/28.7/4.4

ChatGPT - 15.3/27.9/12.3

Table 6: Results of post-generation (citation F1) and
in-line (claim recall/sentence-level citation F1/article-
level citation F1) models on POLITICITE. We omit
accuracy due to inflated scores across the board, since
many sentences have no citations.

prediction models perform poorly on this dataset,
with the former achieving 9.3% F1 and the latter
at 11.3% F1 at best. Similarly, we find that our
best-performing in-line generation models are very
poor on this dataset, in large part due to their pref-
erence for short answers, at an average of just 92
words (compared to 553 for gold answers). This
is apparent in the claim recall and article-level F1,
which both require longer answers to improve, and
are currently (at best) just 6.1% and 4.4% respec-
tively. Even zero-shot inference using ChatGPT
only has 15% claim recall and 12% article-level F1,
and achieves comparable sentence-level F1 to our
fine-tuned models.

The low performance of best-performing exist-
ing models on this dataset highlights the gap area in
attribution performance, and positions POLITICITE

as a challenging benchmark for this task. More-
over, this emphasizes the need for target-domain
training data, and training the attribution models
suitably, which we leave for future work. We be-
lieve POLITICITE can prove to be a useful resource

for benchmarking newer improved models and re-
search in the field of multi-source attribution of
long-form answers in the QA community.

7 Conclusion

In this paper we have studied the increasingly im-
portant problem of attribution in long-form QA,
specifically for multiple sources in a RAG setting.
We show that single-source NLI models, despite
otherwise being strong baselines, under perform on
multi-source attribution QA datasets. We investi-
gate fine-tuning multi-source attribution prediction
models, and address the lack of training data by
automatically transforming existing QA datasets
for this task via few-shot prompting. We show
pre-training on the MULTIATTR significant perfor-
mance improvements on the target domain, in both
post-generation attribution prediction and in-line
answer-citation generation settings.

Finally, we observe a limitation in existing at-
tributed QA benchmarks, in that they deal with at
most one paragraph, and have a limited number of
citations. To fill this gap, we present POLITICITE,
the first multi-paragraph, multi-source attributed
QA dataset, in which expert-written articles from
PolitiFact analyze the extent to which a politician
has kept a promise. Our best models perform
very poorly on POLITICITE, indicating that the
length and high-citation counts pose a significant
but important challenge. Improving performance
on POLITICITE will require both target domain
training data and improvements in long-form at-
tributed QA including models’ ability to under-
stand paragraph structure and use dependencies
between cited sources.
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Limitations

Our dataset collection and LLM supervised fine-
tuning require access to GPU resources. Our
dataset and experiments for multi-source attributed
QA is developed only for English language and
should extend to other languages.
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A Appendix

A.1 HotpotQA prompt

You are given two sources with related information,
a question, and a correct answer. Your job is to write
a 1-3 sentence response which answers the question
and adds relevant information from the sources, while
also citing your sources. Do NOT just copy words
from the source in your response. Instead, use the
information and creatively paraphrase the text.

### Sources:
{sources}

### Question/Answer:
{question} {answer}

### Response:
{response}"""

Figure 6: Prompt template used for augmenting Hot-
potQA to long responses. 3 examples with this template
(including instructions) are used for few-shot prompting.
To generate output, {response} is left blank.

A.2 NaturalQuestions prompt
Prompt to augment a positive source is given in Fig-
ure 7, and the prompt to augment negative sources
is given in Figure 8.

### Instructions:
You are given a reference paragraph and a statement
which contains information from the reference. Your
job is to rewrite the reference using different style,
word choice, and length, without removing the infor-
mation found in the statement. For example:

### Reference
Figure skating at the 2018 Winter Olympics – Men’s
singles The men’s single figure skating competition
of the 2018 Winter Olympics was held on 16 and
17 February 2018 at the Gangneung Ice Arena in
Gangneung, South Korea. The short program was
held on 16 February and the free skating was held on
17 February. This medal event was the 1000th medal
event in the history of the Winter Olympic Games.
With his victory at the 2018 Winter Olympics, Yuzuru
Hanyu became the first male figure skater to win two
consecutive gold medals after Dick Button, who did
so in

### Statement
Yuzuru Hanyu won men’s figure skating at the
Olympics.

### Output
Olympic figure skating had some surprises for us
in 2018. For the first time since Dick Button in
1952, the reigning men’s figure skating gold medalist,
Yuzuru Hanyu of Japan, defended his title to take
home a second consecutive gold medal.

### Reference
{reference}

### Statement
{statement}
### Output:

Figure 7: Prompt given to NaturalQuestions to para-
phrase the gold source into a positive source. We only
use the one example, and find it is sufficient.
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### Instructions
You are given a reference paragraph and a statement.
Your job is to generate two paragraphs on the same
topic as the reference and statement without repeating
any information from either. Be absolutely certain
that statement _cannot_ be inferred by the generated
paragraphs. For example:

### Reference
Figure skating at the 2018 Winter Olympics – Men’s
singles The men’s single figure skating competition
of the 2018 Winter Olympics was held on 16 and
17 February 2018 at the Gangneung Ice Arena in
Gangneung, South Korea. The short program was
held on 16 February and the free skating was held on
17 February. This medal event was the 1000th medal
event in the history of the Winter Olympic Games.
With his victory at the 2018 Winter Olympics, Yuzuru
Hanyu became the first male figure skater to win two
consecutive gold medals after Dick Button, who did
so i

### Statement
Yuzuru Hanyu won men’s figure skating at the
Olympics.

### Output 1
Figure skating was first contested as an Olympic sport
at the 1908 Summer Olympics, in London, United
Kingdom. As this traditional winter sport could be
conducted indoors, the International Olympic Com-
mittee (IOC) approved its inclusion in the Summer
Olympics program. It was featured a second time at
the Antwerp Games, after which it was permanently
transferred to the program of the Winter Olympic
Games, first held in 1924 in Chamonix, France.

### Output 2
Ice dance competitions formerly consisted of three
phases: one or more compulsory dances; an origi-
nal dance to a ballroom rhythm that was designated
annually; and a free dance to music of the skaters’
own choice. Beginning in the 2010–11 season, the
compulsory and original dances were merged into
the short dance, which itself was renamed the rhythm
dance in June 2018, before the 2018–19 season.

### Reference
{reference}

### Statement
{statement}

### Output 1

Figure 8: Prompt given to NaturalQuestions to gener-
ate additional negative sources. We only use the one
example, and find it is sufficient.
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