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Abstract

Bias in reporting can influence the public’s
opinion on relevant societal issues. Examples
include informational bias (selective presen-
tation of content) and lexical bias (specific
framing of content through linguistic choices).
The recognition of media bias is arguably an
area where NLP can contribute to the “social
good”. Traditional NLP models have shown
good performance in classifying media bias,
but require careful model design and extensive
tuning. In this paper, we ask how well prompt-
ing of large language models can recognize
media bias. Through an extensive empirical
study including a wide selection of pre-trained
models, we find that prompt-based techniques
can deliver comparable performance to tradi-
tional models with greatly reduced effort and
that, similar to traditional models, the avail-
ability of context substantially improves results.
We further show that larger models can lever-
age different kinds of context simultaneously,
obtaining further performance improvements.

1 Introduction

Both mass media and social media are potent chan-
nels for expressing viewpoints and shaping deci-
sions. News outlets stand out, exerting a pivotal
influence on altering and molding individual and
collective perspectives (Entman, 2007; Hamborg
et al., 2019). Clearly, biased media has the abil-
ity to influence people, for instance, in a study by
Fletcher and Park (2017), it is revealed that there
is a negative association between trust in the news
media and online news participation. Hamborg
et al. (2019) highlight that distinctive contributions
can be made by computer scientists to study bias.
We follow them in defining bias as subjective stand-
points manifested variously in, for example, word
choice, framing, intentional omission or misrepre-
sentation of specific details (Lin et al., 2006; Iyyer
et al., 2014; Rashkin et al., 2017).

In NLP, media bias has been scrutinized in differ-
ent ways using different names (Pan et al., 2018;
Pérez-Rosas et al., 2017). An important step to-
wards a common perspective was the development
of the Bias Annotation Spans on the Informational
Level (BASIL) dataset, which established the spe-
cific concepts of information bias and lexical bias
(Fan et al., 2019). Informational bias refers to se-
lective presentation of content in a factual manner
to sway opinion of readers (van den Berg and Mark-
ert, 2020; Fan et al., 2019), whereas lexical bias
refers to linguistic attributes like word selection
and syntax (Hube and Fetahu, 2019; Greene and
Resnik, 2009; Iyyer et al., 2014).

These types of bias have been studied with super-
vised learning methods (Lei et al., 2022; van den
Berg and Markert, 2020; Lee et al., 2021; Fan et al.,
2019; Guo and Zhu, 2022a; Maab et al., 2023a).
However, so far the task proves challenging and
often results in unsatisfactory performance when
trained with a limited set of labeled examples. This
can be due to the expensive nature of data annota-
tion and extensive variety of domains, languages,
and tasks (Chen et al., 2020; Akhter et al., 2020).
This is particularly true given the importance of
context in the identification of bias (van den Berg
and Markert, 2020; Guo and Zhu, 2022a; Lei et al.,
2022; Lee et al., 2021; Maab et al., 2023a,b). For
example, in the BASIL dataset, where political bias
is identified at the sentence-level, it has been shown
that informational bias depends fundamentally on
the context of the sentence (Guo and Zhu, 2022b;
van den Berg and Markert, 2020), arises from ma-
nipulation of information or selective presentation
of content in a factual way, e.g., use of quotes, to
evoke reader’s emotions towards news entities (Fan
et al., 2019; van den Berg and Markert, 2020).

Thus, recent work on automatic bias detection in
news has focused on identifying the right context
to present during training. Context ranges from
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whole articles (van den Berg and Markert, 2020), to
just sentences surrounding the target sentence (Guo
and Zhu, 2022a), and other sentences discussing
the same entity sampled from the article (Maab
et al., 2023b). Although these approaches lead to
substantial improvements, all of them have so far
focused on model fine-tuning, which limits their
applicability in broader scenarios.

This paper investigates whether bias detection can
profit from current developments on large language
models (LLMs), which can achieve excellent per-
formance on a wide variety of downstream tasks
utilizing zero-shot or few-shot approaches (Brown
et al., 2020; Kojima et al., 2022), i.e., without fine-
tuning. Previous work (Beltagy et al., 2022; Shin
et al., 2020; Schick and Schütze, 2020) shows the
significance of in-context learning for a large vari-
ety of tasks. Our work continues in this direction,
and we propose to test prompting strategies for bias
detection using LLMs. Our prompt design is moti-
vated to a large extent by its flexibility as an experi-
mental platform: we can investigate the interaction
between various experimental variables, the most
important of which are: (a) the style of the prompt
(concise vs. detailed); (b) the amount of document
context presented to the model; (c) the amount of
supervision afforded to the model (zero-shot vs.
few-shot). We carry out experiments regarding
these variables on a range of current LLMs, empir-
ically evaluating zero-shot and few-shot learning
approaches using task-specific prompts to detect
political bias across a wide range of LLMs. To
the best of our knowledge, our work is the first to
attempt this kind of investigation.

Our work shows the importance of the specificity
and detail in prompt engineering, which is a highly
task-dependent and a potentially cumbersome pro-
cess. We additionally show that providing an LLM
with more appropriate and consistent bias contexts,
either in the form of examples, or of related sen-
tences, can approximate conventional supervised
learning approaches, setting up a research direction
for the future.

2 Related Work

The societal consequence of misinformation in var-
ious fields are substantial. News articles can con-
tain biased opinion, resulting in misleading views
(Gentzkow and Shapiro, 2010). Political scientists
have determined that bias in news reporting can be

defined by the choices in content selection and or-
ganization of information within articles (Prat and
Strömberg, 2013; Gentzkow et al., 2015). Accord-
ing to Shapiro (2016), bias can also be introduced
when less information or facts on news articles is
provided because for journalists who try to appear
neutral, avoids conveying ample information. In
another study, Fletcher and Park (2017) show a neg-
ative association between trust in the news media
and online news participation.

Since news media advance their interests by devot-
ing resources to control reporting (Entman, 2007;
Chang et al., 2019), the NLP field has devoted
attention to predicting the political leaning and
trustworthiness of news media outlets (Baly et al.,
2019; Mehta et al., 2022). Regarding bias in news,
the introduction of the BASIL dataset (Fan et al.,
2019) marks the onset of interesting paradigms.
Within BASIL, sentences are annotated with their
corresponding bias type, a designated target (the
primary entity), and several other labels. Prior
studies on BASIL have shown that the incorpora-
tion of contextual information enhances supervised
learning models: van den Berg and Markert (2020)
utilized article and event-level context; Guo and
Zhu (2022a); Maab et al. (2023b) integrate three
levels of context, i.e., article, event, and adjacent
sentences, and Chen et al. (2020) utilized second
order bias features to detect article-level bias.

Generative models are outlined as complex systems
by (Holtzman et al., 2023) due to their tendency to
exhibit emergent behaviors, for example, the ability
of LLMs to perform in-context learning (Törnberg,
2023). Along these lines, instructing LLMs with
prompt in zero or few-shot settings enables models
to perform tasks with no or minimal task-specific
training, which is evidence of the LLMs’ gener-
alization capability (Gao et al., 2020b), and has
put LLMs at the center of recent progress in NLP
(Devlin et al., 2018; Brown et al., 2020; Thoppilan
et al., 2022; Rae et al., 2021; Liu et al., 2022).

In essence, LLMs offer a broad spectrum of ben-
eficial applications that extend beyond their gen-
erative functionalities. Task division into multiple
concise steps and sequentially introducing them to
the large language model yields improved perfor-
mance across an array of reasoning tasks, spanning
word problems, arithmetic operations, and code
execution (Anil et al., 2022; Hao et al., 2022). No-
tably, GPT models have achieved success in diverse
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language-related endeavors, showcasing their ca-
pacity to produce text resembling human-written
content (Radford et al., 2019; Brown et al., 2020).

3 Method

Recent studies have shown that fine-tuning of
LLMs to instruction-style prompts is a common
approach to achieve gains in performance (Ouyang
et al., 2022; Wei et al., 2021; Min et al., 2021; Sanh
et al., 2021). However, language model fine-tuning
is also computationally very expensive. Conse-
quently, based on our comprehensive analysis on
how models for language representation have been
incorporating broader contextual scopes into their
predictive processes, for example, models have
evolved to consider neighboring words (Mikolov
et al., 2013), sentences (Peters et al., 2018; Kiros
et al., 2015; Maab et al., 2023b), paragraphs (De-
vlin et al., 2018; Radford and Mikolov, 2018), and
even articles (van den Berg and Markert, 2020;
Guo and Zhu, 2022a), we align analogous contexts
with prompts to learn the capacity of context de-
pendence across different large language models.

Our basic setting adopts a zero-shot approach with
prompts shown in Table 1. We follow Maab et al.
(2023b) by modeling the two bias classification
tasks of INF/OTH and INF/LEX, where ‘INF’
refers to sentences with informational bias, ‘LEX’
refers to sentences with lexical bias and ‘OTH’
denotes the combination of neutral and lexically
biased sentences. We employ two prompts, as de-
tailed in Table 1, a simple one (CONCISE), and one
with a definition of the two bias types (DETAILED).
Our goal is to assess how the difference between
these prompts influences the LLMs’ capability for
bias classification. We evaluate the two prompts in
the following settings.

Zero-shot In this approach, using zero-shot
means we do not give the model any knowledge of
question-answer pairs as to how a certain sentence
gets classified as a particular label, nor fine-tuned
the language models in any aspect.

Context-augmented (+CTX) Given the context-
sensitive of the task, we find that a large portion
of previous work in detection of political bias on
BASIL has focused on introducing contextual in-
formation into classification (Cohan et al., 2019;
van den Berg and Markert, 2020; Guo and Zhu,
2022a), for example, by mixing contexts of infor-
mational and lexical bias at both the article-level

(entire article encompassing target sentence) and
event-level (triplet of articles discussing the same
event). In this context, recent work by Maab et al.
(2023b) proposed a comprehensive framework to
generate more consistent and similar bias contexts
to improve performance when fine-tuning models.
In this paper, we propose to adapt these techniques
for the task of zero-shot and few-shot political bias
detection. Concretely, we take advantage of three
context-augmented techniques:

Bias-Aware Neighborhood (BANC) extends the
target sentence with neighboring spans, i.e.,
combining former and next sentence with tar-
get sentence.

Article-Based Target-Aware (ABTA) extends
this idea by extending the target sentence with
spans from the same article which share both
the same bias label (bias type of BASIL, i.e.,
informational and lexical) and the same target,
i.e., main entity or topic of the target sentence
already annotated in BASIL (cf. Figure 1a).

Event-Based Target-Aware (EBTA) extends
the ABTA approach by gathering spans for
the same bias label and target across articles,
i.e., triplets of BASIL (cf. Figure 1b).

Utilizing annotated bias spans gathered through
these approaches are added to the input prompt,
which effectively mix relevant local and global con-
texts of informational and lexical bias at the article
and event levels.

Few-shot (+K-SHOTS) Our experiments with
few-shot learning are parallel to the zero-shot case,
except that we present the model with question–
answer (i.e., sentence–label) pairs. Since the avail-
able data is limited, the choice of parameter k (the
number of examples provided) is dependent on the
task. More details about this are given in §4.

4 Experimental Setup

4.1 Tasks and Data
Utilizing the target-aware contextualization tech-
niques by Maab et al. (2023b), we incorporate a to-
tal of 4,987 informational and 1,551 lexical contex-
tualized sentences. The remaining 6,250 sentences
named “OTH”, originating from the foundational
work by Fan et al. (2019), do not exhibit bias. Our
approach aligns with the task formulations outlined
in Maab et al. (2023a,b) for both the INF/OTH
and INF/LEX tasks, as mentioned in §3. For com-
parison of sentences devoid of bias contexts, we
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Prompt Style Prompt Template Task

INF/OTH INF/LEX

CONCISE Given the following text, classify it as either ca or cb, Text: s, Classification:
ca: “bias”
cb: “no bias”

ca: “informational”
cb: “lexical”

I want you to act as a bias detector. The definition of “bias” is it uses
speculative and tangential clauses in a factual and neutral way to sway
readers. In contrast, ’no bias’ means that the information is presented in a
fair and impartial manner, without any undue influence or prejudice. Classify
if the following text exhibits ca or cb. Text: “s”, Classification:

ca: “bias”
cb: “no bias”

-

DETAILED I want you to act as a bias detector. The definition of “Informational bias”
is it uses speculative and tangential clauses in a factual and neutral way
to sway readers. In contrast, the definition of “Lexical bias” is it depends
on linguistic attributes like word choice and syntax. Given the definitions,
classify if the following text exhibits ca or cb. Text: “s”, Classification:

- ca: “informational”
cb: “lexical”

Table 1: The strategy for formulating two prompts for the INF/OTH and INF/LEX tasks, where ca and cb denote the
labels associated to each class for each task, and s denotes the target sentence.

(a) Article-based Target-aware ABTA obtains
contexts within the article. (b) Event-based Target-aware EBTA obtains contexts across articles.

Figure 1: Two contextualization methods for a target sentence with informational bias on the target “Barack Obama”
and three news sources of BASIL i.e., FOX, HPO, and NYT.

CONTEXT
Per-class Examples

INF/OTH INF/LEX

Yes 4,987 / 6,250 4,987 / 1,551
No 1,221 / 6,250 1,221 / 462

Table 2: Task datasets for INF-vs.-OTH and INF-vs.-
LEX with and without context-augmented examples.

employ the original BASIL sentences, comprising
1,221 examples of informational and 462 examples
of lexical bias (Fan et al., 2019). Table 2 summa-
rizes the details of the examples available for each
task and setting.

Regarding K-SHOTS experiments, in the INF/OTH
task, we employ 5-shot examples, comprising 3
examples derived from INF sentences and 2 exam-
ples from OTH. For the INF/LEX task, we utilize
3 INF examples and 3 LEX examples. The slight
variation in the K-SHOTS of the INF/LEX task aims
to ensure that the model receives equal exposure to

LEX bias information, considering its limited size.

4.2 Models

For all tasks, large language models are used with-
out any fine-tuning or gradient updates, and the
zero-shot and few-shot experiments are specified
only as prompts. Furthermore, supplementary ex-
periments are also conducted to involve k-shot
experiments to delve into the influence of k ex-
amples on model performance. We consider a
range of LLMs with various parameter counts and
in-context learning abilities as measured by stan-
dard benchmarks. We also consider models that
are instruction fine-tuned. Within our proposed
framework, concretely, we work with the family
of FLAN instruction-tuned models which includes
FLAN-T5-Base, FLAN-T5-XL, FLAN-T5-XXL,
(Chung et al., 2022) and FLAN-UL2 (Tay et al.,
2022). We also consider two publicly-available reg-
ular (causal) LLMs, namely GPT-Neo (Black et al.,
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Model Training Data # Par.

Flan-T5
(Google)

Based on T5 and Raffel et al. (2019)
and later fine-tuned on 1,836 tasks by
combining four mixtures from prior
work, Muffin (80 tasks) (Wei et al.,
2021), T0-SF (193 tasks) (Sanh et al.,
2021), NIV2 (1,554 tasks) (Wang
et al., 2022), and CoT (manual anno-
tations for reasoning tasks)

80M–
11B

FLAN-UL2
(Google)

Model pre-trained on hundreds of gi-
gabytes of clean English text named
“Colossal Clean Crawled Corpus”
(C4) (Raffel et al., 2019), acquired by
web scraping, and then same as above.

20B

GPT-3.5
-turbo

(OpenAI)

Reportedly, trained on hundreds of
billions of data from a diverse range
of data sources, including Common
Crawl, web documents, books, and
Wikipedia. (Brown et al., 2020).

175B

GPT-4
(OpenAI)

Reportedly, a model based on
Mixture-of-Experts, which consists of
16 different experts working together,
each with approx. 110b parameters
and trained for a specific task/field.

1.76T

OPT
(Meta AI)

Causal language model pre-trained
on five datasets: three RoBERTa
datasets (Liu et al., 2019), the Pile
(Gao et al., 2020a), and Pushshift.io
Reddit (Baumgartner et al., 2020).

125M–
175B

GPT-Neo
(EleutherAI)

Causal language model pre-rained on
a 800GB diverse English text corpus,
the Pile (Gao et al., 2020a)

1.3B–
20B

Table 3: Details on key properties of various LLMs,
including pre-trained data and parameter count.

2021) and OPT (Zhang et al., 2022). Finally, we
consider the two popular black-box models Chat-
GPT/ GPT-3.5-turbo and GPT-4. Table 3 provides
detailed properties on the LLMs that we use in our
study.

4.3 Answer Parsing

Some models, like the ones from the FLAN fam-
ily, which are instruction-tuned solely, produce the
necessary target label, which makes interpretation
trivial. Other model families, like GPT-Neo and
OPT, sometimes return long and intricate answers
which require additional mapping onto a label. We
select the first portion of the response that is inter-
pretable as an answer, and if no such answer exists,
we treat the prediction as incorrect. See Appendix
A for details.

4.4 Hardware

Our experiments were performed on two kinds of
GPUs, 16-GB NVIDIA V100 and 40-GB NVIDIA
A100. We access these GPUs by means of nodes
on a large cluster, where each node has several such
GPUs. Some experiments were performed using
data parallelism to speed up inference time.

INF/ OTH INF/ LEX
F1 Score F1 Score

Model Acc. INF OTH Acc. INF LEX

FLAN-T5-Base 46.98 35.32 87.11 39.98 32.77 11.43
+ CTX 59.61 36.14 67.43 51.67 38.99 19.33

FLAN-T5-XL 78.36 40.66 71.23 55.98 40.45 20.12
+ CTX 76.79 39.32 63.38 59.10 46.84 27.98

FLAN-T5-XXL 71.13 41.87 69.43 52.55 47.09 38.39
+ CTX 73.67 44.89 58.34 60.86 48.22 33.00

FLAN-UL2 73.09 43.34 65.22 69.34 48.83 35.17
+ CTX 73.06 44.96 60.34 68.99 51.02 38.64

GPT-3.5-turbo 74.46 47.87 68.09 68.98 48.11 37.53
+ CTX 75.50 49.55 70.34 70.07 48.91 36.05

GPT-4 77.11 51.66 71.56 72.21 47.03 38.27
+ CTX 77.20 54.04 69.89 74.45 49.90 40.71

GPT-Neo 62.24 50.01 78.23 50.36 39.91 30.23
+ CTX 71.38 47.43 64.32 58.27 42.93 28.26

OPT 83.01 44.07 79.03 48.78 43.12 31.82
+ CTX 76.24 46.11 53.98 69.33 45.25 33.15

Table 4: Summary of our results with the CONCISE
prompt in terms of accuracy and micro-F1 scores. Re-
sults in bold indicate the best performance on each task
and metric across, models and settings.

4.5 Implementation Details

We use PyTorch to implement models, borrow-
ing from HuggingFace (Face, 2021) for FLAN-T5
(Chung et al., 2022), FLAN-UL2 (Tay et al., 2022),
GPT-Neo (Black et al., 2021), and OPT (Zhang
et al., 2022). For ChatGPT/ GPT-3.5-turbo and
GPT-4, we rely on the official OpenAI API. GPT-
3.5-turbo and GPT-4 were tested with low and high
settings of temperature (0, 0.5, and 0.8), however
we did not observe much variation between the
generated texts.

5 Results

On our first set of experiments, we use the CON-
CISE prompt, which we test on regular baseline
(zero-shot) and also in the CTX setting. Results
are shown in Table 4. After pilot experiments, we
observed that models could only provide marginal
performance improvements when provided with
long contexts, so we did not consider few-shot
learning using this prompt. In Table 4, overall we
observe that with target-aware contextual informa-
tion CTX, advance LLMs result in enhancements
in F1-scores and accuracy for both INF/OTH and
INF/LEX bias tasks. For instance, when context
is utilized for FLAN-T5 and its variants, FLAN-
UL2, GPT-3.5-turbo, and GPT-4, INF/OTH task
shows a rise in INF-F1 scores against regular, re-
spectively. It can be seen that GPT-4 substantially
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outperforms other models, where INF/OTH task
shows INF F1-score of 54.04 against 51.66 of reg-
ular, and INF/LEX task shows INF F1-score of
49.90 against 47.03 of regular, respectively. For
GPT-Neo, it is found that they perform well even
with no context augmented information. However,
GPT-Neo encounter challenges when working with
extended contexts (Yang et al., 2022). OPT also
seems to have increased performance with CTX
given concise prompts as discussed in section 5.3.

Owing to the fact that contextual information
raise performance in LLMs, our findings are well-
aligned with prior work, which implies that LLMs
are capable of classifying certain kinds of bias. We
include additional experiments on context sensitiv-
ity to assess LLM capacities in comprehending con-
textual information. These experiments involve ex-
tensive prompts, and additional tests are conducted
with k-shot context examples. Table 5 shows a
summary of our experiments. Through this study,
we aim to determine whether context enhances the
model’s ability to efficiently process more exten-
sive prompts when combined with k-shot examples.

When we combine k-shot with context examples,
i.e., CTX + K-SHOTS, we note that the performance
starts improving against zero-shot and simple k-
shot experiments. Using an extensive prompt, our
results further demonstrate the effectiveness of
context-augmented zero-shot experiments. For in-
stance, for the CTX scenario, FLAN-UL2 shows
INF F1- score of 58.21 against 53.08 of K-SHOTS

in INF/OTH task, whereas we observe INF F1-
scores of 59.55 against 58.03 of K-SHOTS for the
INF/LEX task, respectively. Similarly, an increase
in the LEX F1-score is noticeable in the INF/LEX
task for most of the LLMs as we go down from
regular (zero-shot) to contextualized information,
i.e., following the trend from regular to K-SHOTS

to CTX and finally to both CTX + K-SHOTS. Con-
sequently, we note that that best performance in
INF F1-score of 69.07 in INF/OTH and 64.55 in
INF/LEX, is achieved by GPT-4 when presented
with context-augmented k-shot examples.

Most notably, using a more detailed definitions of
bias types (cf. Table 5) led to consistent perfor-
mance improvements over results in Table 4, espe-
cially in instruction-tuned models such as FLAN-
T5 and its variants, GPT-3.5-turbo, and GPT-4. Our
findings also align with the notion that compact
models, such as GPT-Neo and OPT, featuring 2.7B

INF/ OTH INF/ LEX
F1 Score F1 Score

Model Acc. INF OTH Acc. INF LEX

FLAN-T5-Base 60.48 35.81 87.43 42.69 39.97 23.14
+ K-SHOTS 72.81 40.66 87.00 49.39 45.55 31.96
+ CTX 73.03 42.81 89.28 49.67 49.88 28.90
+ CTX + K-SHOTS 69.61 42.14 87.43 61.67 51.18 33.88

FLAN-T5-XL 64.08 39.32 82.38 53.20 54.21 40.90
+ K-SHOTS 65.89 43.45 84.11 63.01 52.39 38.18
+ CTX 69.13 44.09 80.24 69.29 57.23 36.76
+ CTX + K-SHOTS 71.79 53.32 82.38 67.00 54.11 40.35

FLAN-T5-XXL 74.47 46.56 77.34 59.16 53.83 42.42
+ K-SHOTS 80.34 51.68 78.77 70.82 55.35 38.65
+ CTX 78.35 48.21 79.09 72.88 56.74 38.73
+ CTX + K-SHOTS 76.67 60.71 77.34 75.34 55.09 38.12

FLAN-UL2 78.50 49.99 79.00 73.08 54.77 37.33
+ K-SHOTS 80.71 53.08 73.32 78.37 58.03 36.51
+ CTX 77.29 58.21 74.31 71.34 59.55 39.10
+ CTX + K-SHOTS 78.87 61.08 69.40 81.89 62.91 41.36

GPT-3.5-turbo 70.44 50.90 73.13 71.08 52.54 37.77
+ K-SHOTS 71.71 54.54 74.33 74.37 54.88 38.87
+ CTX 74.09 62.08 74.40 72.69 59.69 41.36
+ CTX + K-SHOTS 75.98 65.86 75.83 76.08 60.89 40.58

GPT-4 73.08 53.16 75.88 70.45 57.16 40.04
+ K-SHOTS 71.98 55.23 76.01 72.45 59.21 38.20
+ CTX 75.54 67.87 73.08 75.01 63.06 40.89
+ CTX + K-SHOTS 78.88 69.07 73.59 82.99 64.55 42.76

GPT-Neo 67.09 39.53 60.22 62.12 40.88 33.70
+ K-SHOTS 61.22 50.08 44.16 64.48 42.09 35.19
+ CTX 81.09 43.36 67.21 39.89 41.12 32.43
+ CTX + K-SHOTS 56.24 44.90 56.23 57.81 40.03 35.54

OPT 68.80 42.12 54.41 64.46 41.12 30.06
+ K-SHOTS 70.09 40.80 60.99 61.08 39.84 33.34
+ CTX 72.06 45.56 65.11 74.54 40.02 31.50
+ CTX + K-SHOTS 68.21 43.96 45.98 68.50 42.99 30.87

Table 5: Results of our experiments with the DETAILED
prompt, in terms of accuracy and micro-F1 scores, de-
tailing the performance impact when adding context as
discussed in §4. Results in bold indicate the best perfor-
mance overall, per metric.

parameters, tend to produce more precise results
when presented with concise prompts. This is re-
flected in increased performance of INF/OTH and
INF/LEX bias tasks of the concise prompt (Table
4) over the detailed prompt (Table 5).

Overall, it is observed that LLMs benefits the most
from informational context examples, i.e., INF bias
over non-bias OTH i.e., INF/OTH task. Further-
more, we note that performance improvement of
DETAILED prompt over CONCISE prompt is more
prominent in instruction-tuned models including
FLAN-T5 variants, FLAN-UL2, GPT-3.5-turbo
and GPT-4, whereas the CONCISE prompt holds
more significance when presented to GPT-Neo and
OPT models. We think this is because smaller lan-
guage models tend to struggle when presented with
long contexts, being essentially unable to parse the
information provided, even if it is potentially use-
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ful for the task at hand. Finally, we also find that
GPT-4 outperforms GPT-3.5-turbo.

5.1 Comparison to prior work

We compare our approach against state-of-the-art
results using model fine-tuning. To the best of
our knowledge, no previous studies have employed
LLMs for zero-shot or few shot political bias clas-
sification. Table 6 presents best performance out-
comes for all selected models, as determined from
the findings in Table 5 against state-of-the-art work.
In case of OPT and GPT-Neo, we present the best
results achieved per model, taken from both Table
4 and Table 5. We see that GPT-4, GPT-3.5-turbo,
FLAN-UL2, and FLAN-T5-XXL achieve higher
performance showing increased INF F1-score of
69.07, 65.86, 61.08, and 60.71, respectively, in the
INF/OTH task, surpassing the best BERT model
by Maab et al. (2023b) with INF F1-score of 58.15.
We find that LLMs with enhanced capabilities of
context utilization hold significance in contributing
towards higher performance over baselines includ-
ing BERT (Chen et al., 2020), RoBERTa (Lei et al.,
2022), MultiCTX that uses multi-contrast learning
across BASIL articles (Guo and Zhu, 2022a), and
target-aware BERT (Maab et al., 2023b).

To detect informational bias from lexical bias sen-
tences, i.e., INF/LEX task, the only baseline avail-
able is the BERT model by Maab et al. (2023b). As
can be seen, we find that no LLM model is able to
outperform the existing prior work in INF/LEX
task, i.e., the top two performance in terms of
INF F1-score of 75.46 and 74.01 is achieved by
Maab et al. (2023b), followed by the INF F1-score
of 64.55 with GPT-4 as third, and FLAN-UL2 as
fourth with only 62.91. Since distinguishing par-
ticular types of bias, i.e., between informational
and lexical bias in INF/LEX is a challenging task,
and no training is performed while utilizing LLMs,
none of our models obtain a performance supe-
rior to prior models with dedicated training. See
Appendix B for robustness study against baseline
BERT models of Maab et al. (2023a,b).

5.2 Role of k

We also explore the impact of k-shot context exam-
ples CTX + K-SHOTS to uncover the significance
of context and the extent to which it affects model
performance. For this purpose, we choose GPT-4,
our overal best performing model, and experiment
with variations of k using k-shot experiments to an-

INF/ OTH INF/ LEX

F1 Score F1 Score

Model Acc. INF OTH Acc. INF LEX

FLAN-T5-Base 73.03% 42.81 89.28 61.67% 51.18 33.88
FLAN-T5-XL 71.79% 53.32 82.38 69.29% 57.23 36.76
FLAN-T5-XXL 76.67% 60.71 77.34 72.88% 56.74 38.73
FLAN-UL2 78.87% 61.08 69.40 81.89% 62.91 41.36
GPT-3.5-turbo 75.98% 65.86 75.83 76.08% 60.89 40.58
GPT-4 1.78T 78.88% 69.07 73.59 82.99% 64.55 42.76
GPT-Neo 2.7B 61.22% 50.08 44.16 58.27% 42.93 28.26
OPT 2.7B 76.24% 46.11 53.98 69.33% 45.25 33.15

BERT - 41.46 - - - -
RoBERTa - 46.47 - - - -
ArtCIM - 42.80 - - - -
WinSSC - 37.58 - - - -
EvCIM - 45.81 - - - -
MultiCTX - 46.08 - - - -
BERT+ctx 84.90% 56.88 - 83.36% 74.01 66.97
BERT+ctx (**) 86.40% 58.15 - 84.77% 75.46 71.93

Table 6: Comparison of our best LLM settings to
prior work. (**) denotes a model using extra training
data. References: BERT (Chen et al., 2020), RoBERTa
(Lei et al., 2022), ArtCIM (van den Berg and Mark-
ert, 2020), WinSSC/EvCIM/MultiCTX (Guo and Zhu,
2022a), BERT+ctx (Maab et al., 2023b).

Figure 2: Influence of k in few-shot setting on GPT-4
performance on INF/OTH and INF/LEX bias tasks

alyze the changes attributed by contexts examples
in INF/OTH and INF/LEX bias tasks. We present
k=2, 4, 6, 8, 10 context augmented examples to
GPT-4. For this experiment, we allocate an equal
number of examples for k-shot learning in both
INF/OTH and INF/LEX bias tasks. For instance,
in INF/OTH task, 2-shot experiment entails one
example originating from context-augmented INF
bias, and the other from OTH. The same is true
for INF/LEX, where one example is sourced from
context-augmented INF, while the other is from
context-augmented LEX bias.

As shown in Figure 2, the F1-score of INF and
LEX bias demonstrates a continuous increase as
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Figure 3: Comparison of INF/LEX results on hundred
randomly selected examples of each using GPT-4 +
CTX and BERT + CTX

we increment the number of shots provided, uncov-
ering the significance of context in the manner of
examples. It is also observed that no significant
performance change occurs after k approaches 6,
however there is a slight rise in F1-scores of INF
and LEX from 6-shot, when 10-shot contextual ex-
amples are introduced. These results indicate that
having an augmented context as shot as input to
the LLM leads to a notable performance improve-
ment, while GPT-4 only needs a few examples for
classifying political bias on BASIL.

5.3 Error Analysis

To gain a deeper insight into the zero-shot abili-
ties of LLMs in our tasks, we performed a qual-
itative analysis of the predictions made by GPT-
4 when subject to different prompting techniques
based on context. Table 7 shows samples of correct
and incorrect contexts extracted from the differ-
ent sources (article/event) which result in different
predictions, deviating the model from its baseline
performance. We noted that in those examples
where the context aligns with the target sentence,
the model is generally able to make the right pre-
diction. However, there are still cases where there
are nuanced representations of context, on which
the model faces difficulties in understanding the
overall input, resulting in incorrect predictions.

We also compare the performance of fine-tuned
BERTs (Fan et al., 2019; Chen et al., 2020; Maab
et al., 2023a,b) against our approach with GPT-4 on
a set of a hundred randomly selected samples from
both informational bias and lexical bias categories
without context, denoted as “Regular (No context).”
These were then contrasted with augmented context
samples of the same examples using BANC, ABTA,
and EBTA from Maab et al. (2023b). See Appendix
B for additional details on this study.

Figure 3 shows confusion matrices summarizing

Model Input Pred.

- At one point he suggested that those who opposed his position were
heartless.

X

B
A

N
C

Mr. Perry was widely criticized within his own party for backing
a state plan that gives some children of illegal immigrants the
same lower-cost in-state college tuition that is enjoyed by American
citizens who attend the state’s public universities and who have
been Texas residents at least three years. At one point, he suggested
that those who opposed his position were heartless.

✓

E
B

TA

At one point he suggested that those who opposed his position were
heartless. You said I don’t want to build a fence, Romney said. You
talk about magnets, you put in place a magnet. Perry has also
said the federal government should extend work visas permitting
undocumented immigrants to move freely between the U.S. and
their home countries, but stressed that he still opposes amnesty or
a path to citizenship.

✓

- On that same day, Obama had lunch with Clinton. X

B
A

N
C The report comes one day after President Obama insisted nothing

improper happened with Sestak. On that same day, Obama had
lunch with Clinton. This is punishable by prison.

✓

E
B

TA

On that same day, Obama had lunch with Clinton. As the Huffin-
gton Post reported on Thursday, various political historians and
ethics lawyers have approached the Sestak news with yawns, noting
that quid pro quos and backroom job offers are fairly common in
administrations.

✓

- I’m very frustrated. ✓
B

A
N

C

I think this is overdue, and I think other states should jump on board,
Overman said of the lawsuit. I’m very frustrated. I take an oath of
office, as does every other police officer in this country.

X

E
B

TA

I’m very frustrated. Colorado’s attorney general, John Suthers, a
Republican, said in a statement that the challenge from Nebraska
and Oklahoma was without merit. Like many elected officials in
Colorado, Mr. Suthers had opposed Amendment 64, which legalized
marijuana. But on Thursday, he said we will vigorously defend
against the lawsuit attempting to undo it.

✓

- A leader only starts a fight he’s prepared to finish. X

B
A

N
C

But any drunken redneck can walk into a bar and start a fight.
A leader only starts a fight he’s prepared to finish. The field of
confirmed and potential GOP presidential candidates includes more
than a dozen people.

X

E
B

TA

A leader only starts a fight he’s prepared to finish. And if someone
can capture both the blue-collar, working-class Republicans, the
conservatives, many of them even union members, as well as evan-
gelicals, there’s a real pathway to the nomination. Huckabee, an
ordained Southern Baptist minister, is a celebrated figure among
evangelical Christians. He was the longest-serving Arkansas gov-
ernor, from 1996 to 2007.

X

Table 7: Examples of zero-shot DETAILED prompt
performance of GPT-4 on the INF/OTH bias task when
using our context-augmented prompting techniques. In
the table, italic portions of the model input denote con-
text obtained using the corresponding technique.

our obtained results, where GPT-4 exhibits difficul-
ties in predicting lexical bias. The reasons for the
weak performance of LLMs in detecting INF/LEX
bias, in comparison to pre-trained BERT models,
can be summarized by various factors. Firstly, the
INF/LEX bias detection task is more challenging
due to the potential scarcity of lexical bias sen-
tences even after context-augmentation, and their
limited span within bias sentences. Notably, in-
formational bias spans predominantly encapsulate
entire sentences, while lexical bias spans are ob-
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served in concise words or phrases (Fan et al., 2019;
Maab et al., 2023a). Similarly, according to Chen
et al. (2020), distinguishing informational and lexi-
cal bias is more difficult compared to detecting any
type of bias. Secondly, pre-trained BERT models
(Maab et al., 2023a), benefit from fine-tuning on
tasks with ample training data, i.e., when combined
with additional augmented context using backtrans-
lation (BT), the detection of both informational
and lexical bias becomes more apparent and flu-
ent. Consequently, this leads to superior perfor-
mance compared to language models (LLMs) that
in this work are utilized without any training or
fine-tuning.

5.4 CONCISE vs. DETAILED Prompt

Finally, we also compare the performance of zero-
shot CONCISE versus zero-shot DETAILED prompt-
ing. Although DETAILED prompting enhances
overall performance, OPT demonstrates superior
performance when CONCISE prompting is em-
ployed. We examined bias samples to showcase
how OPT benefits from context information with
a CONCISE prompt. As found by Zhang et al.
(2022), OPT models such as OPT-175B struggle
with declarative instructions or straightforward in-
terrogatives. Our DETAILED prompt aligns with
this observation when compared with the CONCISE

prompt, which affords more flexibility. Similarly,
in line with our findings, OPT benefits from the
addition of context information. See Table 10 in
Appendix for more details.

To explore OPT, we conducted a compari-
son between Zero-shot-CONCISE and Zero-shot-
DETAILED prompts specifically for the task of
INF/OTH i.e., detecting informational bias only.
This analysis also highlights the distinctions in
contextual information over regular non-context
samples. In Table 10, the examples selected in-
clude text with and without contextual information,
where Incorrect predictions are attributed to the
absence of a sufficient amount of context for the
target sentence. We observe that OPT performs
well when context makes sense, particularly with
CONCISE prompts. For instance, in Table 10, the
third biased sentence sample "He also praised the
campaign that Mr. Sanders ran." is integrated with
a context involving Obama endorsing Clinton and
discussing the candidacy. The inclusion of this con-
text fails to provide an explanation for the target
’Bernie Sanders,’ leading to an incorrect model pre-

diction for both CONCISE and DETAILED prompts,
contrary to the reasonable context in the second
example, "He called it a very good night, and said
Holder’s visit had let people know their voices
had been heard," where the context also describes
Holder’s visit as receptive to finding solutions and
offering assistance to the target ’Eric Holder’. Thus
the model makes the correct prediction even with
only the CONCISE prompt. However, OPT capa-
bility is limited in detecting irregular context when
only a CONCISE prompt is provided. This analy-
sis of samples reveals that certain contexts do not
contribute significantly to correct predictions. The
primary trend suggests that the zero-shot approach
with CTX tends to be more effective.

6 Conclusion

This paper aims at advancing our understanding
of prompt-based identification of media bias by
LLMs, a crucial and challenging task to the re-
search community, news media, and social media
companies. We establish a framework for examin-
ing prompt-based models in a zero-shot and few-
shot configuration to classify sentences that man-
ifest bias. Our approach demonstrates the utility
of using context-augmented informational and lex-
ical bias from prior work, an area that we think
has received inadequate attention. We provide in-
sights into the dynamics between LLMs, tasks, and
prompts, discerning their individual capacities in
the detection of bias. Notably, we find considerable
performance improvements when adding context-
augmented information to both small and large-
parameter LLM models, indicating that in-context
learning can approach the performance levels of
traditional models in classifying media bias. While
our study demonstrates that LLMs are applicable
to the area of misinformation detection, they do not
always represent a huge improvement. Formulating
prompts that strike a balance between the simple
and the (over)-elaborate remains a challenge, as is
particularly evident in GPT-Neo and OPT.

We hope our work inspires further research in bias
detection as a means to gain insight into enhancing
LLMs. Future work includes exploring additional
aspects of bias, e.g., bias related to culture, race,
or age, as well as exploring the understanding and
limitations of LLMs. We also think other similar
bias-detection tasks could be grouped together in
our prompting setting, following Lee et al. (2021).
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Limitations

The topic of bias detection using zero and few-
shot prompts is relatively young and not addressed
properly. Therefore, the amount of existing prob-
able directions to research is immense. As there
is a scarcity of bias representations and annotated
media coverage in other languages, our work is
exclusively founded on bias representations of En-
glish news articles, and BASIL stands alone as
the sole annotated dataset containing informational
bias. Also, the state-of-the-art models used for
comparison are not competitors to the models used
in this paper. Hence, another direction of future
work is to implement similar kind of models for un-
derstanding bias and discovering knowledge limits
of large language models.

Ethical Considerations

Political entities are subjects of continuous debate
in news media, and it is crucial to necessitate the de-
velopment of fast and reliable methods to dissemi-
nate accurate information. This becomes especially
challenging because conventional bias detection
models encounter rigorous training. To address
this, we must adopt a more flexible and tolerant
approach, especially when utilizing large language
models. However, it is essential to strike a balance
between bias detection, model’s adaptability, and
the preservation of diverse viewpoints.

Finally, we think that one major potential risk of
our work is that given the simplicity and effective-
ness of our prompt-based techniques, companies
may choose to deployed in online products and
services that are available to the masses. However,
since in this paper we have not tested nor analyzed
the predictions from a qualitative point of view, it
is impossible for us to foresee potential impacts
that this may have in the future at this point. For
example, it is plausible that the predictions of our
models may contain other kinds of biases, which
may be amplified when deployed at a massive scale.
We urge for extreme caution in utilizing our tech-
niques in production-level environments, and call
researchers and practitioners to help by conduct-
ing studies to further understand the nature and
potential repercussions of using the outputs of our
models in broader contexts.
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A Parsing the output of the LLMs

Table 8 shows two examples of LLM answers gen-
erated by OPT and GPT-Neo that require additional
processing to map onto expected answers ("answer
cleansing"). Table 9 provides additional details on
the algorithm we apply.

B Robustness study

Table 11 provides a detailed ablation analysis
of the contribution of the different contextual-
ization strategies to various base LLM models
on the INF/LEX bias classification task. We re-
implemented the BERT models of (Maab et al.,
2023a,b) using HuggingFace (Face, 2021), utiliz-
ing BERT-base (Devlin et al., 2018), with a batch
size of 32, a learning rate of 5 × 10−5, and 15
epochs. Finally, Table 12 illustrates these findings
with concrete examples.
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INF/OTH Model Input: INF with CTX (Bias) Model Input: OTH (No bias)

CONCISE
Prompt

Given the following text, classify it as either ’bias’ or
’no bias’ Text:"The move is almost certain to be chal-
lenged in court. Any crisis on our border is of President
Trumps own making: family separations, child detention,
turning our backs on asylum seekers, and more.There
is no national emergency, California Attorney General
Xavier Becerra, who has sued the Trump administration
multiple times, said in a statement.", Classification:

Given the following text, classify it as either ’bias’ or ’no
bias’ Text:"The stalemate caused a record-breaking partial
government shutdown that forced an estimated 800,000 gov-
ernment employees to go without pay for 35 days." Classifi-
cation:

OPT
(2.7B)
Output

B ✓pick first letter "B" for Bias ’No bias’ ✓ pick first letter "N" for No bias According to
the government, this is the first time a shutdown has lasted
longer than a week since 1975. Classification: ’N/A’ Text:
The President said that the Democrats are not trying to fund
his $5 billion wall. Text: It is unclear if the President actually
said this. Classification: ’N/AW

GPT-Neo
(2.7B)
Output

’Bias’ or ’No bias’. ✓pick first letter i.e., "B" of Bias
’Tremendous damage’ done by President Trump ’by his
own words’. When he tweeted that he was going to
force the government to pay for the wall, he was making
a prediction, not a promise. Nancy Pelosi, D-Calif., a
staunch Democrat who is up for reelection in 2017

bias. X The government shutdown was the longest in US
history and left 800,000 people to go without pay. As a
result, this article was written. A shutdown is a kind of an
act of war. President Trump January 11, 2017

Table 8: Answer cleansing examples

Prompt Format Cleansing Approach Pseudocode

Bias or No bias Pickup the first letter ’B’ or ’N’ (uppercase
or lowercase) encountered in the text and
removal of unnecessary expressions

prediction = re.sub(r’["/’ / n / . / s]’, ”, pred)
prediction = prediction.replace(",", "")
prediction = re.findall(r’[A-Za-z]’, prediction)
foundletter = next((letter for letter in prediction

if letter.upper() in (’B’, ’N’)), None)

Informational or Lexical Pickup the first letter ’I’ or ’L’ (uppercase or
lowercase) encountered in the text

foundletter = next((letter for letter in prediction
if letter.upper() in (’I’, ’L’)), None)

Table 9: Details of answer cleansing approach
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INF/OTH Model Input and Prompt Answer

Model Input (No context) The NRA said it needs time to digest the findings, but it commended Hutchinson and his team for
contributions that will go a long way to making America’s schools safer.

CONCISE ’No bias’. X According to the NRA, the study "finds that handguns do not increase crime."
DETAILED ’No bias’. X According to the NRA, the report "will serve as a catalyst for continued progress

toward universal background checks, mental health reform and school safety reforms, including
improved law enforcement training and the adoption of common sense firearms laws."

Model Input + CTX The NRA said it needs time to digest the findings, but it commended Hutchinson and his team for
contributions that will go a long way to making America’s schools safer. The report marks the
culmination of a controversial process that began in December, when NRA CEO Wayne LaPierre
held a press conference the week after the shooting in Newtown, Conn. The 225-page report also
called for states to require schools to conduct a safety assessment and for a pilot program to be
created assessing mental health as a pre-indicator for violence. Mark Mattioli, the father of one
Newtown shooting victim, also spoke after Hutchinson’s announcement to applaud the review effort.
The review comes as Congress and a number of state legislatures pursue gun control legislation.
This is a recommendation for solutions, real solutions that will make our kids safer. That’s what we
need. At least one state, Indiana, is considering the idea of armed officers at schools.

CONCISE ’bias’ ✓ revert
DETAILED ’bias’ (a). ✓ It does not address the root causes of violence, nor does it suggest the specific actions

needed to combat it; rather, it identifies a number of potential solutions. It does so with an airy
disregard for individual rights and without a clear understanding of how many of the proposals
would affect gun ownership and Second Amendment rights in practice."

Model Input (No context) He called it a very good night, and said Holder’s visit had let people know their voices had been
heard.

CONCISE ’No bias’. X He was the first to admit that the visit to the local community had not met with
universal approval, but he said the fact it had brought people together was "extraordinary".

DETAILED ’No bias’. X By the next day, the story had fallen entirely silent. Classification: ’Bias’ Text: One of
the first things Holder said Sunday, he added, was ’let me say we need a justice system that really
represents the African-American community. A bias detector would give an output of true (this
is neither bias nor no bias) if the text is either. A bias detector would have a false positive (false
positive) if it’s output is false;

Model Input + CTX Johnson said there were six arrests Wednesday, compared to 47 the previous night. He called it a
very good night, and said Holder’s visit had let people know their voices had been heard. In nearby
Clayton, a grand jury began hearing evidence to determine whether Wilson should be charged in
Brown’s death. We didnt know it was Eric Holder [coming], Rev. John Paul Hopping of Our Lady
of Guadalupe, told HuffPost. They were really nice and they were really listening. They are looking
for solutions and they want to help.

CONCISE ’bias’. ✓ According to the article, the riot that ensued erupted over a rumor that a protester had
been shot, CNN reported. The city of Cleveland issued a curfew at 9 p.m., and police arrested a
30-year-old man on curfew violation.

DETAILED ’No bias’. X Obama will have to wait until the summer before trying to restart his push for
immigration reform. In remarks at the National Press Club, Obama said its an issue that will have
to be addressed legislatively.

Model Input (No context) He also praised the campaign that Mr. Sanders ran.
CONCISE How X he got so many votes remains a mystery. However, there is nothing unusual about the

campaign.
DETAILED ’No bias’. X My friend and colleague, the Vice President of the United States, said one of the

reasons he thought Mr. Trump would be so easy to beat is that voters would have no interest in
voting for an authoritarian.

Model Input + CTX Shortly after their meeting, Mr. Obama endorsed Mrs. Clinton in a video. He also praised the
campaign that Mr. Sanders ran. The visit came a day after the senator huddled with his team at his
headquarters in Vermont to discuss the fate of his candidacy.

CONCISE ’No bias’ X
DETAILED ’No bias’. X Shortly after their meeting, Mr. Obama endorsed Mrs. Clinton in a video. He also

praised the campaign that Mr. Sanders ran.

Table 10: Contrasting contextual information vs. regular non-context samples: A comparison of zero-shot-CONCISE
and zero-shot-DETAILED with OPT, illustrated with few sample examples.
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INF/ LEX

OPT FLAN- GPT-3.5- GPT-4 BERT + BT BERT (*) BERT (**)
UL2 turbo (Maab et al., 2023a)

Regular (No Context) 32.8 37.9 45.8 48.7 51.4 - -
+ BANC 33.5 41.0 52.5 54.6 - 58.6 62.3
+ ABTA + EBTA 32.9 43.1 51.7 55.1 - 63.3 65.5
+ CTX 35.8 50.5 56.8 59.5 - 67.6 71.3
+ K-SHOTS 33.4 46.1 52.9 53.7 - - -
+ CTX + K-SHOTS 38.6 58.2 62.4 65.5 - - -

Table 11: Robustness study of zero-shot DETAILED prompts using Regular (No Context), CTX (combined context
of BANC, ABTA, and EBTA (Maab et al., 2023b)), K-SHOTS (no context few-shots), and CTX + K-SHOTS (with
context few-shots) using various LLM models and reimplementation of BERT in using BERT + BT from Maab
et al. (2023a), BERT (*) = BERT + BANC + ABTA + EBTA Maab et al. (2023b), and BERT (**) = BERT + BANC
+ ABTA + EBTA + BT Maab et al. (2023b). We randomly picked up 100 samples from informational bias and 100
samples from lexical bias from BASIL without context named as Regular (No Context). Using the target-aware
techniques, BANC, ABTA, and EBTA from (Maab et al., 2023b), we contextualized the picked samples termed
CTX. For Regular (No Context), BANC, ABTA+ EBTA, and CTX, LLM models, such as OPT, FLAN-UL2,
GPT-3.5-turbo, and GPT-4, use DETAILED prompt. In case of fine-tuned BERT models, no context-augmented
data is provided during testing, however out of the remaining picked-up samples the relevant context-augmentation
technique is applied for training data with non-overlapping samples. Please note that BERT+BT and BERT(**)
model requires additional data using BT over context-augmented data for training (Maab et al., 2023a,b), where BT
stands for backtranslation.

INF/LEX Model Input GPT-4 BERT (*)

His advisers have complained that Democrats are slowing the process, and resisting
the kind of swift confirmation the Senate gave many of Obama’s nominees in 2009.

✓ ✓

In
fo

rm
at

io
na

l AARP’s new and welcome position is a positive step towards the type of reforms I’ve
championed, and I look forward to working with the organization to shape the changes
in a way that makes the least detrimental impact to present and future retirees, she
said in a statement.

X ✓

At one point he suggested that those who opposed his position were heartless. ✓ X

Cordova is just one of 198 people that Weiner follows on Twitter, though he has nearly
50,000 followers.

X X

On Saturday, the mayor of Hoboken, Dawn Zimmer, said Mr. Christie’s lieutenant
governor and another senior administration official had threatened in May to withhold
federal recovery aid for Hurricane Sandy unless she supported a development favored
by the Christie administration.

✓ ✓

Gay and civil rights groups praised the ruling. X ✓

L
ex

ic
al

WASHINGTON – The U.S. Attorney’s office in New Jersey has subpoenaed docu-
ments from the reelection campaign of New Jersey Gov. Chris Christie (R) and the
New Jersey Republican State Committee, as part of its investigation into the ”Bridge-
gate” scandal.

X ✓

The Christie administration closed down two of the three George Washington Bridge
access lanes in Fort Lee, N.J., in September, in what appeared to be a political
retribution scheme aimed at the borough’s Democratic mayor.

X X

Table 12: Classification results produced by GPT-4 + CTX and BERT(*) + CTX using Zero-shot-DETAILED
prompt. The lexical bias spans are highlighted in bold.
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