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Abstract

Isotropy is the property that embeddings are
uniformly distributed around the origin. Pre-
vious work has shown that Transformer em-
bedding spaces are anisotropic, which is called
the representation degradation problem. This
degradation has been assumed to be inherent
to the standard language modeling tasks and to
apply to all Transformer models regardless of
their architecture. In this work we identify a
set of Transformer models with isotropic em-
bedding spaces, the large Pythia models. We
examine the isotropy of Pythia models and ex-
plore how isotropy and anisotropy develop as
a model is trained. We find that anisotropic
models do not develop as previously theorized,
using our own analysis to show that the large
Pythia models optimize their final Layer Norm
for isotropy, and provide reasoning why pre-
vious theoretical justifications for anisotropy
were insufficient. The identification of a set
of isotropic Transformer models calls previous
assumptions into question, provides a set of
models to contrast existing analysis, and should
lead to deeper insight into isotropy.

1 Introduction

Much work has found that Transformer models
have globally anisotropic representations, which
has been labeled the representation degradation
problem (Gao et al., 2019). Isotropy has two mean-
ings: when using cosine similarity (Ethayarajh,
2019), it means the directions of representations
are uniformly distributed, and when using a parti-
tion function (Arora et al., 2016) distances must
also be uniform. Anisotropy has been shown to
degrade downstream task performance (Gao et al.,
2019; Li et al., 2020), and an increase in isotropy
correlates with better performance on some tasks.
Previous work has consisted of a set of theoreti-
cal justifications for the degradation and a large
body of empirical experiments confirming global

anisotropy. While no formal proof has been pre-
sented, due to the lack of any counterexamples,
anisotropy is often taken as assumed for any Trans-
former architecture.

We identify the most globally isotropic mod-
els to date, the Pythia models with at least 410M
parameters (Biderman et al., 2023), a strong coun-
terexample to the assumption of anisotropy. These
models are trained using cross-entropy loss, us-
ing autoregressive language modeling, and with
a final Layer Norm. Pythia model’s most unique
architecture feature is their untied embedding and
unembedding matrices. Pythia models have 143
evenly spaced checkpoints from training, allowing
us to explore how isotropy changes during training.

We explore the isotropy of Pythia models us-
ing cosine similarity (Ethayarajh, 2019; Cai et al.,
2021), a partition function (Arora et al., 2016),
and our own analysis on the final Layer Norm of
each model based on the theoretical work of Gao
et al. (2019). Using multiple metrics allows us to
present a more confident conclusion when all of
our isotropy measures agree. Contrary to previous
work, which use token frequencies in the 1000s, we
perform cosine analysis on 425M sentences from
the actual training dataset, The Pile (Gao et al.,
2020). This allows us to include as many rare
words as possible—standard methodology ignores
words with frequency less than five, and to exam-
ine how isotropy might change across domains. In
order to facilitate this analysis we reformulate av-
erage cosine similarity to a more computationally
efficient form.

Our contributions are as follows:

• We identify a set of isotropic Transformer
models: the large Pythia models.

• We analyze the isotropy of these models, both
their final checkpoints and using 21 evenly
spaced checkpoints during training.
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• We discuss gaps in the theoretical justifica-
tions of anisotropy.

• We find that anisotropy does not develop
steadily during training as previously assumed
(Biś et al., 2021).

• We find that large Pythia models optimize
their final Layer Norm for isotropy.

• We find using separate embedding and un-
embedding weights may cause an increase in
isotropy in large Transformer models.

• We find that a steady decrease of isotropy is
correlated with a decrease in downstream task
performance.

2 Related Work

The representation degradation problem was intro-
duced by Gao et al. (2019) for the unembedding
matrix of Transformers, with a similar result dis-
covered in a model’s hidden layers (Ethayarajh,
2019) and later in sentence embeddings (Li et al.,
2020). Many causes of anisotropy have been sug-
gested, the optimal optimization solution of rare
words (Gao et al., 2019), the gradient update of
rare words (Biś et al., 2021), tying embedding and
unembedding weights (Gao et al., 2019; Zhang
et al., 2020), linguistic biases (Fuster Baggetto
and Fresno, 2022), outlier neurons (Kovaleva et al.,
2021; Timkey and van Schijndel, 2021), or the loss
function and attention mechanisms (Godey et al.,
2023b).

Most work has focused on the tied weights of the
embedding (the matrix that maps tokens to input
vectors) and unembedding (the matrix that maps
output vectors to tokens) matrices, providing meth-
ods that increase isotropy and downstream task
performance. These include token level methods
focusing on the loss function (Gao et al., 2019;
Wang et al., 2019, 2020a; Zhang et al., 2020), ad-
justing gradients (Yu et al., 2022), bias removal
(Fuster Baggetto and Fresno, 2022), mean center-
ing, PCA analysis, or clustering (Arora et al., 2017;
Rajaee and Pilehvar, 2022, 2021), and sentence
level methods such as contrastive loss (Gao et al.,
2021; Yan et al., 2021) or normalizing the mean
and variance of sentence embeddings (Su et al.,
2021).

Work that focuses on layers besides the unem-
bedding layer includes cosine analysis (Ethayarajh,
2019; Cai et al., 2021), finding locally isotropic

clusters (Cai et al., 2021), and “outlier neurons”
found based on a dimension’s contribution to co-
sine metrics (Timkey and van Schijndel, 2021),
Layer Norm operations (Kovaleva et al., 2021), and
positional embeddings (Luo et al., 2021). These
“outlier neurons” can correlate with token frequency
(Puccetti et al., 2022) and downstream task perfor-
mance (Kovaleva et al., 2021). We note, however,
that the existence of outlier neurons can depend on
the choice of orthonormal basis, and we could find
no work linking this concept to Principal Compo-
nent Analysis, which could help standardize this
methodology.

Recent work has shown that the existence of
“outlier neurons” is not correlated with anisotropy
(Rajaee and Pilehvar, 2022), that increases in
isotropy do not necessarily correlate with down-
stream task performance (Ding et al., 2022), that
anisotropy does not degrade clustering tasks (Ait-
Saada and Nadif, 2023), that anisotropy causes
models to rely on norm over direction (Demeter
et al., 2020), and that anisotropy should only de-
grade results when it is caused by linguistic biases
(Fuster Baggetto and Fresno, 2022).

3 Approach

3.1 Models

We use the Pythia suite (Biderman et al., 2023), a
family of GPT-NeoX (Black et al., 2022) decoder
only Transformer models (Vaswani et al., 2017)
created by EleutherAI—comparable in architecture
and number of parameters to the GPT-Neo (Black
et al., 2021) and OPT (Zhang et al., 2022) mod-
els. The Pythia suite is designed with researchers
in mind, providing 12 different model scales with
parameters in {70M, 160M, 410M, 1.0B, 1.4B,
2.8B, 6.9B, 12B}, two models for each parameter
scale—one trained on the original data and one on
the deduplicated data, 144 evenly spaced training
checkpoints for each model, and access to the ex-
act dataloader used in training. We use the set of
models trained on the original data, and 21 evenly
spaced checkpoints from training. Pythia models
use Flash Attention (Dao et al., 2022), rotary po-
sition embeddings (Su et al., 2024), parallelized
attention and feed-forward (Black et al., 2022), and
have separate embedding and unembedding matri-
ces.

We also use three other models to contrast the
Pythia model analysis: the OPT-6.7B model trained
by Facebook (Zhang et al., 2022), which has tied
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embedding and unembedding matrices, Falcon-
7B which uses Flash Attention and MultiQuery
(Shazeer, 2019), and GPT-NeoX-20B (Black et al.,
2022) which uses parallelized attention and feedfor-
ward and Flash Attention. OPT-6.7B and Falcon-
7B have tied embedding and unembeddng matrices,
while GPT-NeoX-20B does not.

3.2 Datasets

The Pythia suite of models is trained on The Pile
(Gao et al., 2020), an 825GB English language
dataset originally containing 22 text sources. Re-
cently, due to copyright claims, some text sources
have been removed. To manage computation time
we only use text sources that have a raw size
of less than 10GB, giving us 8 different sources:
Enron Emails, NIH Exporter, PhilPapers, Hack-
erNews, EuroParl, Ubuntu IRC, DM Mathematics,
and Wikipedia (en). Specific details on each source
can be found in the datasheet for The Pile (Bider-
man et al., 2022) and in Appendix B. We use the
provided dataloader to extract the sentences for
each source and perform our evaluation on each
text source individually and all text sources com-
bined. We also explore 14 classification tasks using
the SentEval Toolkit (Conneau and Kiela, 2018)
and the Language Model Evaluation Harness (Gao
et al., 2023).

3.3 Layer Norm

Layer Norm (Lei Ba et al., 2016) is a common
operation in transformer architectures. Given an
input h ∈ Rd, Layer Norm is defined as

LayerNorm(h) = g

(
h−−→

1 µ

σ

)
+ b (1)

where µ and σ are the mean and standard deviation
of h and g,b ∈ Rd are the trainable parameters
of the Layer Norm, that is, the values of h are nor-
malized with respect to mean and variance, scaled
by g, and then translated by b. All models that
we evaluate have Layer Norm as the last operation
before the unembedding layer.

3.4 Transformer Layers

While Transformer models have varying architec-
tures (Devlin et al., 2019; Vaswani et al., 2017;
Biderman et al., 2023; Brown et al., 2020), a con-
venient way to characterize them is as a series of
layers which output a hidden state for each input
token. For a given model M with L layers, define

Hl(s, i), for l ∈ [0, L], as the function that returns
the hidden state of token wi at layer l, where s
is a sentence represented as a sequence of tokens,
s = {w1, w2, . . . , wn}. In our experiments, H0

is the embedding layer, layers H1, . . . ,HL−1 are
transformer layers, and HL is the final Layer Norm
operation.

3.5 Autoregressive Language Models
Given a sentence represented as a sequence of to-
kens s = {w1, w2, . . . , wn}, an autoregressive lan-
guage model calculates a probability p(s) by com-
puting a product of probabilities

∏
i P (wi|w<i),

with each term being the probability of a word
given all previous words. The LM is then trained
to maximize the log-likelihood probability

maxθlog(pθ(s)) =

maxθ
n∑

i=1

log
(

exp(⟨HL(s,i),Wyi ⟩)∑|V |
j=1 exp(⟨HL(s,i),Wj⟩)

)
(2)

where θ is the model’s parameters, V is the vocabu-
lary of the model, yi is the target label for wi ∈ V ,
W ∈ R|V |×d is the unembedding matrix, d is the
size of the hidden states, and ⟨·, ·⟩ is the dot product.
Note that Hl(s, i) is a function of {w1, . . . , wi−1}.

3.6 Metrics
3.6.1 Partition Functions
We use the partition function from (Arora et al.,
2016) defined as

Z(c) =

|V |∑

i=1

exp(⟨c,Wi⟩) (3)

and then estimate isotropy with the function

I(W) =
minc∈XZ(c)

maxc∈XZ(c)
(4)

where we use the standard approach (Mu and
Viswanath, 2018; Wang et al., 2020b; Biś et al.,
2021) and take X to be the eigenvectors of WTW.
If W is isotropic then Z(c) should be constant so
I(W) should be 1. In our case, W may be either
the embedding or unembedding matrix.

3.6.2 Average Cosine Similarity
Given a set of vectors U , where |U | = n, we com-
pute the average cosine similarity between the dis-
tinct vectors, i.e.,

U =
1

n2 − n

n∑

i=1

∑

j ̸=i

cos(ui, uj) (5)
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cos(ui, uj) =
⟨ui, uj⟩

||ui||2||uj ||2
(6)

where ||.||2 is the L2 norm. Denote û = u/||u||2
i.e., the unit normalization of u, then Equation 5
becomes

U =
1

n2 − n

n∑

i=1

∑

j ̸=i

⟨ûi, ûj⟩

=
1

n2 − n


−n+

n∑

i=1

n∑

j=1

⟨ûi, ûj⟩




=
1

n2 − n

(
−n+ ⟨

n∑

i=1

ûi,
n∑

i=1

ûi⟩
)

(7)

because ∀i ⟨ûi, ûi⟩ = 1 and because of the linear-
ity of the inner product. Thus, we can compute U
using O(n) operations rather than O(n2). This al-
lows us to compute U efficiently for large sets. We
compute partial sums of 1M tokens and combine
them with pair-wise summation to avoid floating
point arithmetic errors. In our experiments U will
be the set of all hidden representations for all to-
kens for one layer {Hl(s, i),∀s, i}, or the set of all
hidden representations for one token t for one layer
{Hl(s, i), ∀s|wi = t}. We call the associated U
calculations InterSim(l) and IntraSim(l, t), respec-
tively. These metrics are essentially the same as
those seen in related works that do not focus on
the embedding and unembedding matrices (Etha-
yarajh, 2019; Cai et al., 2021), only differing in the
size of our sets and phrasing the expectation in the
analytical sense.

3.6.3 Visualizations
We follow previous work (Gao et al., 2019; Biś
et al., 2021; Zhang et al., 2020) and create 2D
visualizations of the unembedding matrix of all of
our models using Singular Value Decomposition.

4 Analysis

4.1 Average Cosine-based Measures
4.1.1 Final Checkpoints
We calculate the InterSim(l) and the average
IntraSim(l, t) for all layers of the Pythia models
of size 70M, 160M, 410M, 1.4B, and 6.9B. We do
this analysis using the actual data that the model
was trained on instead of randomly sampling a text
source as is common in other analyses. While we
did this analysis separately for all text sources to
measure the difference in isotropy, we find no sig-
nificant differences and thus only report the results

on all text sources combined. These results can
be seen in Figures 1 and 2. Due to computation
constraints, the Pythia-6.9B model is evaluated on
the four smallest text sources.

We see the 70M and 160M Pythia models have
relatively low Intra-Sim in their middle layers fol-
lowed by a sharp jump in the last transformer layer,
layer 6 and 12, respectively, and Layer Norm. The
410M model maintains a relatively low Intra-Sim in
most of its layers with a gradual increase and then
decrease near the latter layers. The 1.4B and 6.9B
models, contrastingly, have high Inter-Sim, quite
high in the case of 6.9B, in the middle layers fol-
lowed by a sharp drop in the last transformer layer,
layer 24, 24, and 32 respectively, and Layer Norm.
We see a similar trend with Average Intra-Sim.

4.1.2 During Training
Similar to prior work, we track the Inter-Sim (Fig-
ure 3) and average Intra-Sim (Figure 4) over the
course of training for the last layer of the Pythia
models of size 70M and 410M. As we saw no
significant variance in the final results across text
sources, we do this analysis using the Enron Emails
text source.

We see that during the middle third of training
the Inter-Sim of the 70M model rises sharply and
then continues to gradually increase for the rest of
training. The 410M model instead decreases con-
sistently for the first two thirds of training, followed
by an increase and then another gradual decrease.

4.2 Partition Function
4.2.1 Model Comparisons
We follow previous work (Mu and Viswanath,
2018; Wang et al., 2020b; Biś et al., 2021) and
use the function I(W) to estimate the isotropy
of the embedding and unembedding matrices of
all Pythia models, and the unembedding matrix
of OPT-6.7B and Falcon-7B. Following Biś et al.
(2021), we also calculate I(Ŵ), where Ŵ is the
matrix of mean-centered embeddings, to determine
if our embeddings are a translated isotropic ball.
These estimates can be found in Figures 5 and 6,
respectively.

The embedding layers for all Pythia models are
nearly isotropic, while for model sizes >= 410M
the unembedding matrices, while less isotropic
than the embedding matrices, are significantly
more isotropic than any other model. The largest
estimate from previous work is 0.52 while Pythia’s
worst estimate is 0.73 and best is 0.82. Further,
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Figure 1: The Inter-Sim, i.e., the average cosine similarity, for each layer of the Pythia models.

Figure 2: The average Intra-Sim over all tokens for each layer of the Pythia models.

Figure 3: The Inter-Sim, i.e., the average cosine sim-
ilarity, for the last layer of the Pythia models during
training.

mean centering the Pythia models’ embeddings
always improves isotropy: significantly for Pythia-
70M and Pythia-170M unembedding matrices, and
to near perfect isotropy for all other Pythia models,
showing that they are isotropic save for a com-
mon translation as previous work has suggested
(Arora et al., 2017; Rajaee and Pilehvar, 2022,
2021). Comparing against previous work and our

Figure 4: The average Intra-Sim over all tokens for the
last layer of the Pythia models during training.

three other models, we see GPT-NeoX has the next
best isotropy estimates, but surprisingly, due to its
similar architecture and training, is clearly worse
than large Pythia models. Falcon-7B also stands
out, as mean centering does not significantly im-
prove its estimated isotropy as it does for other
autoregressive models.
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Figure 5: The I(W) calculation for the unembedding matrix W and the mean-centered unembedding matrix Ŵ.
BERT, RoBERTa, and GPT results are from Biś et al. (2021)

Figure 6: The I(W) calculation for the embedding matrix
W and mean-centered embedding matrix Ŵ

4.2.2 During Training

We repeat the above analysis on the 21 evenly
spaced checkpoints for the Pythia-70M, Pythia-
410M, and Pythia-6.9B models. We chose these
models based on the behaviours seen in the Inter-
Sim analysis. These results can be seen in Fig-
ure 7. As the estimate for mean centering for all
checkpoints is always nearly perfect isotropy, those
results are omitted.

For the 70M and 410M models, we see a sharp
drop in isotropy from the randomly initialized un-
trained model, and then a gradual rise in isotropy as
training continues. At about a third of the way into
training, the Pythia-70M model’s unembedding ma-
trix starts and then continues to get less isotropic
until it is almost completely anisotropic. The 6.9B
model on the other hand gradually decreases and
seems to stabilize around 0.77.

Figure 7: Isotropy estimates across 21 evenly spaced
checkpoints from training, generated with the I(·) func-
tion seen in Equation 4.

4.3 The Final Layer Norm
Due to the importance of Layer Norm in the
isotropy of the final Layer of many transformer
models (Gao et al., 2019), we analyze the param-
eters g and b. Similar to previous works, we also
analyze these parameters across training for the
Pythia models of size 70M, 410M, and 6.9B.

In Figure 8 we see the average norm for the
parameters b and g from Equation 1. Note that
average in this case means

avgnorm(v) =
||v||2√

d
(8)

as then ||avgnorm(v)
−→
1 ||2 = ||v||2. We see that

the isotropic Pythia models have b parameters with
the smallest norm and have the smallest ratios
||b||2/||g||2. Figure 9 shows how the b and g
parameters change during training for the Pythia
models of size 70M, 410M, and 6.9B. We see a cor-
relation between an increase in the norms of both b
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Figure 8: Comparisons of the average norm of the pa-
rameters b and g from Equation 1 for each of our mod-
els.

Figure 9: Comparisons of the average norm of the pa-
rameters b and g from Equation 1 across 21 evenly
spaced checkpoints from training.

and g and the decrease in isotropy of Pythia-70M,
whereas for the isotropic models, the norm of b
stays low while the norm of g steadily increases.

We also consider the “outlier dimensions” of
the Layer Norm as defined by (Kovaleva et al.,
2021), however we find no correlation between
the existence or not of “outlier dimensions” and
isotropy, similar to Rajaee and Pilehvar (2022).

4.4 Visualizations
The full set of graphs can be found in our GitHub
for this paper1. As expected, the randomly ini-
tialized vectors of untrained models are highly
isotropic, see Figure 10a. Only the Pythia 70M
and 140M models match the theories of previous

1https://github.com/anemily-machina/isotropy_
transformers

work (Gao et al., 2019; Biś et al., 2021) that the
embeddings will occupy a narrow cone, see Figure
10b. We see instead the large Pythia models have
a similar X shape near the origin, which indicates
that the non-visualized dimensions might also play
a large role in isotropy, see Figure 10c. Also of
note, the Falcon-7B model has a strange projected
structure that is unchanged after mean centering,
see Figure 10d. As only two models match the
expectations of previous theory, we have further
reason, beyond our counter-examples, to suspect
something in the theory is lacking.

5 Discussion

5.1 Large Pythia Models Mitigate the
Representation Degradation Problem

We have seen across numerous scales and with
multiple metrics that Pythia models are the most
isotropic across all of our and previous work.
Pythia models contextualize words well, for in-
stance, the 6.9B model has an Inter-Sim of 0.14
which corresponds to an angle of 81.6◦, and an
average Intra-Sim of 0.50 meaning tokens are well
contextualized, as an Intra-Sim value close to 1 or
0.14 would represent poor contextualization.

5.2 Degrading to Anisotropy Does not
Happen Continually During Training

Gao et al. (2019) prove that the general solution to
the optimization problem in Equation 2 is in the
direction of a vector v such that ⟨v,HL(s, i)⟩ < 0
for all s and i, called a uniformly negative direction,
and that as the last layer of the model is the Layer
Norm, this v exists under a very likely condition

d∑

i=1

bi
gi

̸= 0 (9)

where gi and bi are from g and b in Equation 1.
However, this is the general optimization solution,
not necessarily the solution that gradient batch op-
timization finds. Biś et al. (2021) show that the
actual update per hidden state under gradient de-
scent is

W′ = W − δHL(s, i)
⊺y + δHL(s, i)

⊺ŷ (10)

where δ is the learning rate, ŷ is the one-hot vector
for the true label, and y are the predicated probabil-
ities. In this sense, the words that are not the true
label are pushed away from the hidden state. They
call this the “common enemy effect”.
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(a) Randomly Initialized Vectors (b) Pythia-70M During Training

(c) Pythia-12B at end of training (d) Falcon-7B at end of training

Figure 10: 2D SVD projections of the unembedding matrix for various models

First, we see that if the model is confident in its
predictions, i.e., ||y− ŷ||2 is small, then the amount
of change for each word is small. Secondly, as
we are optimizing in batches, if we assume that
our space of hidden states is isotropic, then the
“common enemies” can work against each other,
causing a potentially neutral change in isotropy.
Lastly, Equation 10 is a simplification, as most
Transformer models are trained with an Adam opti-
mizer (Kingma and Ba, 2014) which has a separate
update formula for each parameter based on past
gradients. All of these things mean it is hard to
determine the true effect of training on isotropy.
We see in Figures 3, 4, and 7 that no model shows
a steady decrease to anisotropy. The Pythia-70M
model, which ends its training in an anisotropic
state, shows an increase in isotropy for nearly the
first half of training. It should be noted, that if we
assume we have a highly anisotropic space then
“common enemies” do work together, as we see
when the Pythia-70M’s anisotropy quickly “snow-
balls” during the last half of training. What causes
this initial drop in isotropy is still unclear.

5.3 Large Pythia Models Optimize the Final
Layer Norm for Isotropy

Looking at Equation 1, normalizing h with respect
to mean and standard deviation maps h to the in-
tersection of the unit ball and the hyperplane with
normal

−→
1 . Multiplying by g maps points to the

hyperplane with normal g′ = ( 1
g1
, . . . , 1

gd
). This

means, even if b =
−→
0 , that the space will look

anisotropic using the I() function. However, the
points in the hyperplane may be otherwise isotropic
as we see with our Inter-Sim and Intra-Sim analy-
sis.

Gao et al. (2019) show that when Equation 9 is
true, all hidden states created by the Layer Norm
lie on one side of the hyperplane with normal g′.
Another way to think of this is there is a rotation ma-
trix such that all rotated embeddings have a positive
value in the first dimension. As cosine similarity is
rotation invariant, this shared positive dimension
leads to a positive number being computed for that
dimension in every cosine similarity computation.
If the rest of the space is otherwise isotropic, this
puts a positive lower bound on the Inter-Sim calcu-
lation. The impact of these shared positive values
is proportional to the parallel portion of b with re-
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spect to g′ and is minimized if this parallel portion
has low norm. The perpendicular portion of b with
respect to g′ can also cause isotropy by shifting the
space in a shared common direction, and this shift
is minimized if the perpendicular portion has a low
norm relative to g.

Looking at Figure 8, we see that all isotropic
Pythia models minimize the norm of b generally
and with respect to g, and that the anisotropic
Pythia models fail to do either. We also see that
the Pythia models, the most isotropic under all our
metrics, are also the best across all models at this
optimization. In fact, looking at Figures 1 and 2,
we see that the final Layer Norm for said mod-
els, despite its potential for anisotropy, actually
increased isotropy compared to the previous layer.
Previous work has taken it as assumed that this
would not happen during typical optimization (Gao
et al., 2019).

5.4 Transitions to Anisotropy Correlate with
Decreased Performance

We compute the correlation between downstream
task performance and isotropy during training for
the Pythia models of size 70M, 410M, and 6.9B.
We compute this correlation for Inter-Sim, average
Intra-Sim, and the partition function I(·) for the
uncentered unembedding matrix. As the results are
quite similar we report only the results for the parti-
tion function, see Table 1 in the Appendix. We see a
clear correlation between the isotropy of the Pythia
70M model and its downstream task performance
across all correlation metrics and across all tasks,
and no real correlation across tasks for the Pythia
410M and 6.9B models. This suggest that minor
variations in isotropy give no indication of changes
in downstream task performance, but a sudden and
steady transition from isotropy to anisotropy does
imply that downstream task performance is also
degrading. This suggests that monitoring isotropy
may be useful as an early stopping criterion for
training language models, but future work should
explore this idea on a larger sample of models.

5.5 Not Tying Embedding Weights Increases
Isotropy for Large Models

We see our most isotropic models, all large Pythia
models and GPT-NeoX-20B, have separate embed-
ding and unembedding weights. We also note that
the cost, increased number of parameters, when
untying weights for large models is quite small:
4.2% for Falcon-7B, 3.1% for OPT-6.7B, 1.5% for

GPT-NEOX-20B, 2.5% for Llama-2-7B, and 0.4%
for Llama-2-70B (Touvron et al., 2023). Our re-
sults are also in line with previous work which
showed that tying weights in small models, where
the additional parameter cost is high (e.g., 50%
increased number of parameters), improves perfor-
mance (Press and Wolf, 2017; Inan et al., 2017)
even though the Pythia-70M and Pythia-160M
models have the worst isotropy across all models.
Untying weights also has interpretability benefits
(Belrose et al., 2023) and models have good per-
formance dropping the unembedding matrix com-
pletely (Godey et al., 2023a).

6 Conclusions

We have found strong evidence that the anisotropy
of Transformer models can not be assumed. We
show that large Pythia models are isotropic across
all large model sizes using numerous metrics. We
suspect having untied embedding and unembed-
ding matrices leads to higher isotropy, and show
that, contrary to previous assumptions, Pythia mod-
els in fact optimize the final Layer Norm oper-
ation for isotropy. We have also explored how
isotropy changes during training across different
model scales. This work, providing a set of con-
trasting points, is a good first step into a deeper
understanding of isotropy and its impacts.

Future work should consider an analysis of bias
(Fuster Baggetto and Fresno, 2022) and clustering
(Cai et al., 2021) for these isotropic models, and a
proper ablation study to confirm that untied embed-
ding matrices is the root cause of this isotropy.

7 Ethics Statement

To the best of our knowledge this work has no
ethical concerns. We also note that we are making
no claims about increases in fairness or decreases
in bias in the languages modeling task (Navigli
et al., 2023) or in frequency-based bias seen when
representations distort (Zhou et al., 2021).

8 Limitations

While we have added non-Pythia models to our
analysis as comparative points and compare against
previous work, these comparisons are not a substi-
tution for a proper ablation study. In fact, the results
for the GPT-NeoX-20B suggest such an ablation
study is needed. While it has the next best results
after the Pythia models, those results are not in line
with the Pythia models. This is surprising as the
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architecture, datasets, and training of GPT-NeoX-
20B are quite similar to the Pythia models.

We have shown that models that end training
in an anisotropic state do not always steadily tend
towards this anisotropic state as previous works
assumed. Instead we see a rise in isotropy followed
by a drop and a runaway anisotropic effect. While
we have provided reasoning for why the steady tend
to anisotropy does not happen and why the runaway
effect does, it is an open question as to why the
phase change from isotropic to anisotropic begins
in the first place and future work could explore this
using the Pythia model training checkpoints.

We have shown that large Pythia models opti-
mize their final Layer Norm operation for isotropy,
but have only shown this empirically. We provide
no theoretical reasoning as to why this optimiza-
tion happens for large Pythia models and not for
other large models. Further, we make no claims
about the cause and effect relations between the
final Layer Norm parameters and the isotropy of
the unembedding matrix beyond our empirical ob-
servations.

We have made claims regarding token embed-
dings only. While it is unlikely that a space
of isotropic token embeddings leads to a highly
anisotropic space of sentence embeddings, we did
not have room to include a proper analysis to con-
firm this.

These isotropic Transformer models are autore-
gressive models. To our knowledge, there is still
no globally isotropic example for models trained
using Masked Language Modeling such as BERT
(Devlin et al., 2019).

After this work concluded, a model with 360
checkpoints was released. It has untied embedding
and unembedding matrices, does not use Layer
Norm as its final operation, and has poor isotropy
compared to the Pythia models.2
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A Appendix: SentEval Classification Tasks During Training

Figure 11: Accuracy on classification tasks for the Pythia 70M model. The five in the SciQ results in the number of
examples in few-shot prompting.

Figure 12: Accuracy on classification tasks for the Pythia 410M model. The five in the SciQ results in the number
of examples in few-shot prompting

B Appendix: Datasets and Training
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Figure 13: Accuracy on classification tasks for the Pythia 6.9B model. The five in the SciQ results in the number of
examples in few-shot prompting. Results that looks constant over numerous checkpoints indicated the evaluation
framework could not find a parameter set that prevented over fitting.

Task 70M 410M 6.9B
MR 0.99 0.83 0.69 0.45 0.38 0.26 -0.96 -0.92 -0.83
CR 0.98 0.81 0.64 -0.21 -0.40 -0.29 0.73 0.80 0.56
MPQA 0.98 0.83 0.68 0.41 0.50 0.33 0.70 0.81 0.59
SUBJ 0.95 0.82 0.67 0.47 0.39 0.27 -0.96 -0.79 -0.69
SST2 0.95 0.88 0.68 0.65 0.82 0.66 -0.97 -0.93 -0.84
SST5 0.96 0.81 0.62 -0.02 -0.14 -0.09 -0.93 -0.70 -0.58
TREC 0.98 0.77 0.61 -0.38 -0.48 -0.37 -0.64 -0.13 -0.11
MRPC 0.83 0.81 0.62 -0.48 -0.59 -0.44 -0.09 0.07 0.07
SICKEntailment 0.91 0.73 0.53 -0.85 -0.83 -0.68 0.10 0.24 0.20
Tense 0.94 0.74 0.58 -0.85 -0.90 -0.75 0.94 0.93 0.84
SubjNumber 0.91 0.96 0.88 0.32 0.32 0.21 -0.59 -0.73 -0.53
ObjNumber 0.94 0.82 0.68 -0.56 -0.40 -0.23 -0.04 -0.15 -0.09
SciQ-acc 0.86 0.86 0.71 0.66 0.77 0.59 -0.96 -0.91 -0.83
SciQ-acc-norm 0.80 0.79 0.63 0.51 0.58 0.46 -0.98 -0.95 -0.89
SciQ-acc-5 0.84 0.88 0.72 0.76 0.92 0.78 -0.97 -0.93 -0.83
SciQ-acc-norm-5 0.75 0.77 0.59 0.69 0.92 0.80 -0.96 -0.94 -0.85

Table 1: Correlation statistics for various Pythia models. Isotropy (IW) vs Downstream Task Performance. Statistics
reported are, in order, Pearson, Spearman, and Kendall. We omit the randomly initialized models. i.e. checkpoint 0,
from this analysis.
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70M 160M
Enron Emails 0.27 1.08
NIH Exporter 0.92 3.62
PhilPapers 1.45 5.79
HackerNews 2.54 10.21
EuroParl 3.70 14.48
Ubuntu IRC 4.38 17.27
DM Mathematics 8.95 37.00
Wikipedia (en) 9.72 38.58

Table 2: Computation times in hours using a 1080TI

70M 160M 410M 1.4B
Enron Emails 0.06 0.22 0.53 1.23
NIH Exporter 0.22 0.71 1.76 4.53
PhilPapers 0.35 1.17 2.81 7.25
HackerNews 0.61 2.09 4.94 12.78
EuroParl 0.87 2.68 7.00 18.21
Ubuntu IRC 1.03 3.26 8.48 21.25
DM Mathematics 2.08 7.89 17.31 -
Wikipedia (en) 2.28 7.67 19.00 -

Table 3: Known computation times in hours using an A100

Source Processed Size (GiB) Mean Document Size (KiB) Sentences Tokens
Enron Emails 0.46 1.78 3206547 107063699
NIH Exporter 2.00 2.11 11402784 376537632
PhilPapers 2.40 73.37 18172474 584403514
HackerNews 4.20 4.92 36334985 1024155017
EuroParl 6.40 68.87 30033886 1519805406
Ubuntu IRC 6.70 545.48 33988454 1741293414
DM Mathematics 8.40 8.00 171791406 3573649454
Wikipedia (en) 18.10 1.11 121580702 3920248990

Table 4: Dataset information for sources used in our analysis.
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