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Abstract

Bipolar Disorder (BD) is a mental disorder
characterized by intense mood swings, from
depression to manic states. Individuals with
BD are at a higher risk of suicide, but BD is
often misdiagnosed as Major Depressive Disor-
der (MDD) due to shared symptoms, resulting
in delays in appropriate treatment and increased
suicide risk. While early intervention based on
social media data has been explored to uncover
latent BD risk, little attention has been paid
to detecting BD from those misdiagnosed as
MDD. Therefore, this study presents a novel
approach for identifying BD risk in individuals
initially misdiagnosed with MDD. A unique
dataset, BD-Risk, is introduced, incorporating
mental disorder types and BD mood levels ver-
ified by two clinical experts. The proposed
multi-task learning for predicting BD risk and
BD mood level outperforms the state-of-the-art
baselines. Also, the proposed dynamic mood-
aware attention can provide insights into the
impact of BD mood on future risk, potentially
aiding interventions for at-risk individuals.

1 Introduction

Bipolar Disorder (BD) is a mental disorder charac-
terized by recurring intense mood swings, ranging
from depression to manic. Unfortunately, individ-
uals with BD are at a higher risk of suicide than
the general population (Pompili et al., 2013) and
those with other psychiatric disorders (Rihmer and
Kiss, 2002). Hence, accurate and early detection
of individuals suffering from BD is vital to ensure
timely suicide prevention.

According to previous studies, 17% to 50% of
BD is misdiagnosed as Major Depressive Disor-
der (MDD) (Passos et al., 2019; Angst et al., 2011;
Daveney et al., 2019), characterized by persistent
sadness and a loss of interest (American Psychi-
atric Association et al., 2013). While depressive

* Equal contribution.
† Corresponding author.

episodes in BD are similar to those in MDD, criti-
cal distinction arises from manic episodes, which
include an elevated mood, impulsivity, and rac-
ing thoughts (de Almeida and Phillips, 2013). For
instance, individuals with MDD typically exhibit
stable low mood variability, whereas those with BD
have unstable mood swings due to recurrent mood
episodes (Ortiz et al., 2015). Nevertheless, indi-
viduals with BD often tend not to perceive manic
episodes as abnormal, and some could even find
these states preferable (Baldessarini et al., 2010),
leading them to recognize themselves as MDD.
Also, more than 58% of BD patients undergo a
depressive episode before experiencing a manic
episode and predominantly seek help during the
depressive phase (Etain et al., 2012). Since BD and
MDD require distinct treatments and prognoses,
misdiagnosis can lead to significant delays in re-
ceiving proper treatment and can also increase the
risk of suicide (Keramatian et al., 2022). Therefore,
precise identification of patients who may develop
BD after an initial diagnosis of MDD is of great
clinical importance (Hu et al., 2020).

Importantly, due to a huge gap in understanding
prognosis trajectories between real-world scenar-
ios and clinical settings, where clinicians’ inter-
action with patients is limited and relies on pa-
tients’ subjective accounts (Harvey et al., 2022),
there is an emerging interest in utilizing real-world
data from non-clinical contexts like social media
to gain insights into distinct behavioral traits that
can be linked to BD and MDD (Jagfeld et al., 2021;
Hwang and Hollingshead, 2016). However, while
several studies have suggested methods for ana-
lyzing and categorizing mental states, including
BD and MDD, using social media data (Kim et al.,
2020; Cohan et al., 2018; Gkotsis et al., 2016), lit-
tle attention has been paid to detecting a shift in
diagnosis from MDD to BD that can be crucial in
identifying individuals who have developed BD
after an initial diagnosis of MDD. Instead of a one-
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time diagnosis in a clinical setting, a behavior trait
of an individual who develops BD after a diagno-
sis of MDD can be comprehensively captured and
analyzed using longitudinal social media data that
includes dynamic mood variation across time.

Therefore, this study aims to detect BD risk
among patients incorrectly diagnosed with MDD
or wrongly perceived as MDD, using their histori-
cal mood fluctuations revealed in their past social
media activity. To this end, we introduce a novel
dataset, BD-Risk, that includes (i) the types of men-
tal disorders (e.g., BD or MDD) and (ii) BD mood
level on a scale from -3 to 3, which are verified
by clinical experts. Our data analysis indicates a
strong correlation between mood variation and the
BD risk of users, which is in line with the DSM-
5 (American Psychiatric Association et al., 2013),
which emphasizes the importance of evaluating not
only the absolute mood level but also the relative
mood variation to monitor the risk of BD. Thus,
a multi-task learning model is proposed in which
three tasks are simultaneously learned: (i) predict-
ing the BD risk for users initially diagnosed with
MDD, (ii) estimating BD mood level, and (iii) as-
sessing mood variation from their posts over time.

Our extensive experiments demonstrate that the
proposed model outperforms all the baseline mod-
els in BD risk prediction. We find that jointly
learning BD mood information can improve per-
formance by transferring informative representa-
tions and parameters among the tasks. Addition-
ally, the attention scores provided by the proposed
dynamic mood-aware attention method can pro-
vide valuable insights into comprehending the in-
fluence of BD mood on a user’s future BD risk.
This capability has the potential to assist clini-
cians in deepening their comprehension of the con-
nections between psychiatric conditions, thereby
enabling appropriate interventions, including the
management of individuals undergoing depressive
episodes (Ratheesh et al., 2017). We summarize
the contributions of this work as follows.

• We release our codes and a novel BD dataset,
BD-Risk1, which contains both mental disorder
diagnosis and BD mood levels, validated by clin-
ical experts. The dataset can benefit researchers
in developing mental disorder prevention.

• To the best of our knowledge, this is the first
1Data and Code are available at: https://github.com

/DSAIL-SKKU/Detecting-BD-from-Misdiagnosed-MDD_N
AACL_2024

study that proposes a multi-task learning model
for (i) predicting the BD risk for users initially
diagnosed with MDD, (ii) estimating BD mood
level, and (iii) assessing mood variation. The
model can accurately capture BD mood level
and variation, outperforming the state-of-the-art
methods in detecting BD risk at an early stage.

• The proposed dynamic mood-aware attention
method provides interpretability that can help
clinicians track patients’ mood swings, thereby
giving early interventions by identifying their
likelihood to transition from MDD to BD.

2 Related Work

2.1 Social Media Datasets for MDD and BD
As social media has become a vital platform for
individuals sharing their daily experiences and emo-
tions (Lee et al., 2023), there is an increasing in-
terest in creating datasets using social media on
diverse mental disorders (Cohan et al., 2018; Cop-
persmith et al., 2014) such as MDD (Shao et al.,
2019; Losada et al., 2019) and BD (Lee et al., 2023;
Sekulić et al., 2018; Jagfeld et al., 2021). However,
while prior datasets can be useful in mental health
research, little attention has been paid to developing
a dataset that contains information about diagnosis
shifts from MDD to BD, which is crucial for pro-
viding valuable insights into early intervention for
patients who could develop BD after an initial diag-
nosis of MDD (Hu et al., 2020). Table 1 compares
the existing popular BD datasets and the proposed
BD-Risk. One of the potential limitations of exist-
ing MDD and BD datasets is the reliability due to
insufficient validation and verification. As shown
in Table 1, existing datasets categorize users based
on subreddit topics where they posted (Kim et al.,
2020) or using computational keyword matching
(e.g., from “I am diagnosed with bipolar”) (Guo
et al., 2021; Jagfeld et al., 2021; Cohan et al., 2018;
Sekulić et al., 2018), which may not be accurate.
Many users who initially reported being diagnosed
with MDD disclosed later a BD diagnosis on so-
cial media, possibly due to medical misdiagnosis
or their misperception (Jagfeld et al., 2021). This
paper proposes a novel dataset, BD-Risk, that con-
tains information about diagnosis shifts from MDD
to BD. As shown in Table 1, our dataset stands
alone in encompassing not only diagnosis for BD
and MDD but also detailed BD mood information,
validated by psychiatrists. We make this valuable
dataset publicly accessible, firmly believing it will
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Table 1: Comparisons between the proposed BD-Risk
and other BD datasets.

Dataset BD-Risk
(Ours)

Jagfeld et al.
(2021)

Sekulić et al.
(2018)

BD diag. ✓ ✓ ✓

MDD diag. ✓ ✓ ✗

BD Mood ✓ ✗ ✗

Publicly Available ✓ ✓ ✗

Expert Validation ✓ ✗ ✗

Social Media Reddit Reddit Reddit
# of users 1,025 19,685 3,488
# of posts 7,346 21,407,595 -

be a substantial contribution to both the mental
health and machine learning communities.

2.2 Detecting BD or MDD on Social Media

Many researchers have utilized social media data
to explore the characteristics of BD (e.g., linguistic
patterns (Sekulić et al., 2018), BD symptoms (Lee
et al., 2023), emotion (Guo et al., 2021), and BD
status (Sekulić et al., 2018)) and MDD (e.g., lin-
guistic variance (Naseem et al., 2022a), non-verbal
features (Yoon et al., 2022), and MDD-related fea-
tures (Sadeque et al., 2018)). However, these stud-
ies examine each condition in isolation, missing the
opportunity to model shared influential factors (e.g.,
depressive symptoms in both BD and MDD). Thus,
prior researchers have demonstrated the benefits of
multi-task learning, as it implicitly captures interac-
tions among related mental health conditions (Lee
et al., 2023; Azim et al., 2022; Lokala et al., 2022).
Therefore, this paper proposes a multi-task learn-
ing model, concurrently addressing the following
three tasks: (i) predicting BD risk in individuals
misdiagnosed with MDD, (ii) estimating BD mood
level, and (iii) assessing mood variation.

3 BD-Risk Dataset

Identifying individuals who may develop BD af-
ter being initially diagnosed with MDD is essential
due to the potential risks of misdiagnosis, such as
delayed treatment and increased suicide risk (Kera-
matian et al., 2022). Therefore, we aim to detect
early signs of BD among people misdiagnosed with
MDD. To this end, we build a dataset, BD-Risk, that
includes the following labels: (i) specific mental
disorders (e.g., BD or MDD) and (ii) the BD mood
level scaling from -3 to 3. In this section, we pro-
vide a data collection approach, annotation strategy,
and statistics of annotation evaluation.

Table 2: Summary of annotated labels in our data.

Type Total Category Count (%)

Diagnosis
1,025
users

MDD 569 (55.5%)
MDD → BD 456 (44.5%)

BD Mood Level
7,346
posts

3 28 (0.38 %)
2 93 (1.27 %)
1 338 (4.60 %)
0 351 (4.78 %)
-1 2,236 (30.44 %)
-2 2,376 (32.34 %)
-3 1,924 (26.19 %)

3.1 Data Collection
We collected posts from various subreddits related
to MDD and BD, such as r/Depression, r/bipolar,
r/BipolarReddit, and r/BipolarSOs, using the Red-
dit API2 (Baumgartner et al., 2020), with the period
from January 1st, 2008, to March 4th, 2023. We
selected users who exclusively posted their first 3
or more posts on r/Depression before writing on
BD-related subreddits. In total, our dataset consists
of 7,346 posts written by 1,025 users as shown in
Table 1.

3.2 Annotation Process
To label the dataset, we recruited three researchers

as annotators who were knowledgeable in mental
health and proficient in English. Under the guid-
ance of a psychiatrist, trained annotators labeled
anonymized posts via the open-source annotation
tool Doccano (Nakayama et al., 2018). Note that
we removed all personal identifiers from collected
posts before assigning annotation tasks for ethical
concerns. When there were conflicts among anno-
tators, all annotators engaged in discussions and
concluded by following the guidance of a psychia-
trist. Annotation results are described in Table 2.
A. Diagnosis Types: According to DSM-5 (Ameri-
can Psychiatric Association et al., 2013), diagnosis
types include MDD and BD with subtypes such
as ‘type-I’, ‘type-II’, and ‘Not Otherwise Specified
BD’. To construct the dataset, we first searched
phrases relevant to clinical diagnoses within the
text (Jagfeld et al., 2021), such as “I’ve recently
been diagnosed with MDD officially”. Subse-
quently, the annotators meticulously assigned ap-
propriate diagnosis types to users who explicitly
mentioned their treatment process with mental
health experts. To ensure the inclusion of users
with clinical diagnoses while annotating BD diag-
noses, we intentionally selected posts containing

2https://www.reddit.com/dev/api/
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keywords related to clinical evidence. For example,
mentions of medication or hospital visits (i.e., ob-
jective clinical evidence) are included (e.g., “I was
diagnosed as bipolar at the hospital and prescribed
medication”), while excluding those lacking such
indicators hence can be subjective (e.g., “I am bipo-
lar”). Posts related to the diagnoses of individuals
other than the users, such as family members or
friends, were excluded from the dataset.
B. BD Mood Level: We employ the DSM-5 to as-
sess the severity of mood (such as Mild, Moderate,
or Severe) (American Psychiatric Association et al.,
2013). Using this criterion, we assign post annota-
tions with a scale ranging from -3 to 3. Negative
values represent depressive moods, while positive
values represent manic moods. We assume the
posts exhibiting both manic and depressive moods
are regarded as manic moods (American Psychi-
atric Association et al., 2013). For a comprehen-
sive understanding of each category and example,
please refer to Table 7 in the Appendix A.
C. Data Filtering: To alleviate the time-delay is-
sue, where the reported diagnoses may not align
with the timing of the posts, we implemented three
data filtering strategies as follows. First, we ex-
cluded users who mentioned BD-related words
(e.g., “bipolar”, “bd”) or posted in the BD-related
subreddit, such as r/BipolarReddit, before report-
ing the BD diagnosis to determine the diagnosis
transition’s timing accurately. Second, while anno-
tating BD diagnoses, we manually examined users’
post content, retaining only those indicating recent
or within a maximum of one year of diagnoses.
We removed posts that did not specify the timing.
Finally, we gathered posts where users reported a
BD diagnosis in at least three posts within a spe-
cific time frame after reporting an MDD diagnosis.
This is illustrated in Figure 3b, showing an average
time difference of approximately 560 days between
MDD and BD diagnosis.

3.3 Expert Validation
To ensure the accuracy of annotated labels, we con-
ducted a validation process with domain experts,
specifically a psychiatrist (E1) and a clinical psy-
chologist (E2). We randomly selected 150 posts
from 120 users for this evaluation. The reliability
of the annotations was measured using Krippen-
dorff’s alpha-reliability (Krippendorff, 2018) and
Cohen’s Inter-Annotator Agreement (Cohen, 1960).
Table 3 indicates a high level of agreement between
experts and annotators, with an overall Krippen-

dorff’s α score of 0.87 and Cohen’s κ score of 0.65,
confirming the reliability of our dataset.

Table 3: Expert validation result of BD mood levels in
BD-Risk (E1, E2: Clinical Experts /I: Annotators).

Cohen’s κ E1 E2 I
E1 1 - -
E2 0.69 1 -
I 0.63 0.65 1

Krippendorff’s α 0.87

3.4 Class Generation

According to the annotation results, users
can be classified into two groups yr ∈
{MDD, MDD → BD} : (i) those who were diag-
nosed as MDD only (MDD, 569 users), and (ii)
those who were initially diagnosed or self-reported
as MDD and later re-diagnosed as BD (MDD →
BD, 456 users) (refer to Table 2). In Figure 1, for
example, let ui ∈ U = {u1, u2, . . . , ui} represents
a user who shared n posts Pi = {pi1, pi2, . . . , pit}
on social media, where t denotes the posting time.
Both users, u1, and u3, were initially diagnosed
with MDD. However, only in the case of u3 the
diagnosis later changed to BD, indicating an ini-
tial misdiagnosis. Therefore, u1 is assigned to the
MDD, while u3 is classified as MDD → BD.

To examine the significance of assessing both
the absolute mood level and the relative mood
variation (American Psychiatric Association et al.,
2013), a BD mood level ym within the range of [-3,
3] as well as a mood variation level yv within the
range of [-6, 6] is assigned to each post pit. yv is
calculated as the difference in mood levels between
a user’s nth post and the 1st post. For instance, if
ym for each post p31 and p32 are -3 and -2 for u1,
the corresponding yv values would be 0 and +1,
respectively, as shown in Figure 1.

3.5 Data Analysis

We analyze our dataset, BD-Risk, to understand
the similarities and differences between MDD and
MDD → BD groups. The analysis results are in-
cluded in the Appendix A.1. In summary, our anal-
ysis reveals distinct linguistic patterns and mood
expressions between the two groups in line with
clinical trials. These findings offer valuable in-
sights into the characteristics of individuals whose
diagnoses shift from MDD to BD compared to
those with MDD alone.

4957



-1
-2
-3

0
1
2
3

BD	Risk:
MDD	(	𝒚𝒓)

𝒍	𝒎𝒐𝒏𝒕𝒉𝒔 𝒎	𝒎𝒐𝒏𝒕𝒉𝒔

Mood	Level

-1
-2
-3

0
1
2
3

	𝒖𝟑

BD	Risk:
MDD	→ BD	(	𝒚𝒓)

Post	Sequence	(𝑷𝟑)
Mood	Level	(𝒚𝒎)

Mood	Variation	( 𝒚𝒗 )

𝒍	𝒎𝒐𝒏𝒕𝒉𝒔 𝒎	𝒎𝒐𝒏𝒕𝒉𝒔

	𝒖𝟏

𝒑𝒕𝟏𝒑𝒕#𝟏𝟏𝒑𝒕#𝟐𝟏…𝒑𝟒𝟏𝒑𝟑𝟏𝒑𝟐𝟏𝒑𝟏𝟏

-1-1-1…0-1-2-2

111…2100

…

…

…

…

…

…

MDD	Diag.

BD	Re-diag.
MDD	Mis-diag.

𝒑𝒕𝟏𝒑𝒕#𝟏𝟏𝒑𝒕#𝟏𝟑…𝒑𝟒𝟑𝒑𝟑𝟑𝒑𝟐𝟑𝒑𝟏𝟑

13-3…0-1-2-3

460…3210

Post	Sequence	(𝑷𝟏)
Mood	Level	(𝒚𝒎)

Mood	Variation	( 𝒚𝒗 )

Figure 1: Example post sequences of Reddit users. u1

belongs to the MDD, while u3 belongs to the MDD →
BD due to u3’s diagnosis shift from MDD to BD.

4 The Model

This section describes the problem definition and
our proposed multi-task learning model that can
(i) detect the BD risk for users initially diagnosed
with MDD, (ii) estimate BD mood level, and (iii)
assess mood variation from their posts over time.
The model includes three main components: a Tem-
poral Convolution layer, a Dynamic Mood-Aware
Attention layer, and a Prediction layer. The overall
architecture is illustrated in Figure 2.

4.1 Problem Definition
BD Risk Detection: Our main task is to identify
the BD risk yr ∈ {MDD, MDD → BD} for user
ui by analyzing the sequence of posts Pi as illus-
trated in Figure 1. Since BD patients often exhibit
recurrent mood swings, a substantial duration is
required to observe their mood patterns (Egeland
et al., 2012). Therefore, we define a timeline that
contains (i) the past l months for observation and
(ii) the future m months for identifying BD diagno-
sis within a series of posts of a user. In other words,
the time interval between pi1 and pit is l months.
Further details on the performance of different post-
sequence durations can be found in Figure 3a.
BD Mood Level & Mood Variation Estimation:
The two auxiliary tasks involve estimating the BD
mood level ym ranging from [-3, 3] and evaluating
the mood variation yv ranging from [-6, 6] for each
post pit. For further elaboration on the label con-
struction process, refer to § 3.4 Class Generation.

4.2 Temporal Convolution Layer
We extract a semantic representation for each
post pit using a pretrained Sentence-BERT
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Figure 2: The overall architecture of the proposed multi-
task learning model.

(SBERT) (Reimers and Gurevych, 2019), which
shows promising results in detecting future sui-
cidality (Lee et al., 2023) and identifying mood
change (Azim et al., 2022). SBERT incorporates
siamese and triplet networks to generate sentence
embeddings by calculating the average of output
vectors for all tokens. We encode pit as follows:

eit = SBERT (pit) ∈ IRn×d (1)

where d is the dimension of text representations.
Then, a 1-D convolution is used with a kernel size
k to capture the dynamic mood patterns over time.
This method inspects the neighboring elements in
the sequential data and extracts local patterns of
each sequence Pi (Ma et al., 2020).

hit = Conv1D(eit, k) ∈ IRn×d (2)

4.3 Dynamic Mood-Aware Attention Layer

To obtain the historical context, the Transformer
encoder (Vaswani et al., 2017) is applied with posi-
tional encoding (PE), which is widely recognized
for its effectiveness in capturing global dependen-
cies as follows:

zit = hit + Trans.(hit + PE) ∈ IRn×d (3)

PE =

{
PE[pos, 2j] = sin(pos/100002j/d)

PE[pos, 2j + 1] = cos(pos/100002j/d)

(4)
where the Transformer encoder consists of multi-
head attention and feed-forward layers. PE utilizes
sine and cosine functions with frequencies deter-
mined by feature index and pos = 1, . . . , t and
j = 0,

⌊
2
d

⌋
. While PE helps retain ordering infor-

mation for sub-series, temporal information can
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be inevitably lost due to the permutation invari-
ant self-attention mechanism (Zeng et al., 2023).
To address this issue and preserve temporal infor-
mation in a sequence, we apply the time-aware
parameter δ(zit,∆t) (Lee et al., 2023), fused with
a self-attention mechanism to emphasize critical
mood states that significantly influence the BD risk
classification decision over time as follows:

qi =
n∑

t=1

aitz
i
t (5)

ait =
exp(c⊤tanh(W · δ(zit,∆t) + b))∑
exp(c⊤tanh(W · δ(zit,∆t) + b))

(6)

δ(zit,∆t) = zit + sigmoid(θ − µ∆t)z
i
t (7)

where W ∈ IRn×d, b ∈ IRn, c ∈ IRn, θ and µ are
learnable parameters, and tanh() is the activation
function. θ and µ are influenced by zit, and ∆t

is the time interval between the target post pit and
first post pi1. Given that mood can persist for hours
or days (Davidson et al., 2009), δ(zit,∆t) can be
useful in capturing the present state by evaluating
the duration of past moods.

4.4 Prediction Layer
BD Risk Detection Decoder: To identify the BD
risk for each sequence Pi, the proposed decoder
generates the final prediction vector as follows:

ŷri = F(tanh(F(qi))) ∈ IR1×|yr| (8)

where F is a fully-connected layer.
BD Mood Level & Variation Estimation De-
coder: By using temporal sequence embeddings
hit, the logits of labels for the BD mood level and
mood variation can be inferred as:

ˆymi
t
= F(tanh(F(hit)) ∈ IR1×|ym| (9)

ŷvit = F(tanh(F(hit)) ∈ IR1×|yv | (10)

4.5 Multi-task Learning
We train the model by learning a main task and
two auxiliary tasks jointly. However, since each
task has different scales (i.e., post-level mood
prediction vs. sequence-level BD risk prediction),
we apply the uncertainty weight loss (Kendall
et al., 2018), which assigns weights to multiple
loss functions based on task-dependent uncertainty.
This method enables the model to learn effectively
across various scales and units for different tasks
simultaneously. The final loss LT is derived as:

LT =
1

2σ2
r

Lr(W )+
1

2σ2
m

(Lm+Lv)(W )+logσrσm

(11)

Lr = −
b∑

i=1

yri logŷri (12)

Lm =

b∑

i=1

n∑

t=1

(
ˆymi

t
− ymi

t

)2
(13)

Lv =

b∑

i=1

n∑

t=1

(
ŷvit − yvit

)2
(14)

where the cross-entropy loss is calculated for the
main task, and the MSE loss is computed for each
auxiliary task. Since each auxiliary task has the
same granularity, the losses are summed up as an
auxiliary task loss. σr and σm are the learnable
parameters representing uncertainty for each task,
W is the weight parameter, and b is the batch size.

5 Experiments

5.1 Experimental Settings

We ensure that users in the test set are entirely dis-
joint and do not overlap with those in the training
set. For reproducibility, detailed experimental set-
tings are summarized in Appendix B.

5.2 Baseline Models

We evaluate various baselines for comprehensive
performance comparisons. As studies on identify-
ing BD risk and BD mood are limited, we adopt
the following related baselines. Please refer to the
Appendix C for a detailed explanation of the base-
lines.
BD Risk Detection: (i) BD detection (Sekulić
et al., 2018): Support Vector Machine (SVM),
Logistic Regression (LR), and Random Forest
(RF), (ii) MDD detection: DepRoBERTa (Poświata
and Perełkiewicz, 2022), HAN-BERT (Zhang
et al., 2022), SS3 (Burdisso et al., 2019), and
AdaBoost (Paul et al., 2018), (iii) Large Lan-
guage Models (LLMs) & Pre-trained Language
Models (PLMs): ChatGPT3 (Brown et al., 2020),
MentaLLaMa (Yang et al., 2023b), BioClini-
calBERT (Alsentzer et al., 2019), and PHS-
BERT (Naseem et al., 2022b) and (iv) Mental
Status Detection: UNSL (Loyola et al., 2021),
PHASE (Sawhney et al., 2021), STATENet (Sawh-
ney et al., 2020), PsyEx (Chen et al., 2023),

3https://openai.com/blog/chatgpt
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Table 4: Performance comparisons of the proposed
model and baselines for BD risk detection, with the
average results over 5-fold cross-validation.

Type Model Prec. ↑ Rec. ↑ F1 ↑

BD
Detection

SVM 0.439 0.430 0.434
LR 0.443 0.422 0.432
RF 0.526 0.351 0.421

MDD
Detection

DepRoBERTa 0.516 0.337 0.408
HAN-BERT 0.531 0.490 0.510

SS3 0.405 0.570 0.474
AdaBoost 0.527 0.498 0.512

LLMs &
PLMs

ChatGPT 0.680 0.070 0.130
MentaLLaMa 0.790 0.110 0.190

BioClinicalBERT 0.479 0.396 0.434
PHS-BERT 0.536 0.264 0.353

Mental Status
Detection

UNSL 0.507 0.466 0.486
PHASE 0.398 0.532 0.457

STATENet 0.443 0.572 0.499
PsyEx 0.563 0.575 0.569
UoS 0.479 0.495 0.487

BD2SU 0.522 0.544 0.533
Ours (STL) 0.482 0.593 0.532
Ours (MTL) 0.540 0.621 0.578

Table 5: Comparison of performance between baselines
and the proposed model for BD mood level and variation
prediction.

Task Mood
Level

Mood
Variation

Type Model MAE ↓ MDAE ↓ MAE ↓ MDAE ↓

Sentiment
Analysis

BERT 0.907 0.615 0.895 0.795
EmoNet 0.857 0.709 0.934 0.630

GoEmotions 0.804 0.698 0.918 0.625
XLNet 0.838 0.631 0.980 0.713
SBERT 0.757 0.604 0.933 0.649

Time-Series
Detection

UoS 0.840 0.573 1.018 0.723
BD2SU 0.733 0.557 0.944 0.651

Ours (STL) 0.705 0.525 0.954 0.702
Ours (MTL) 0.701 0.501 0.952 0.696

UoS (Azim et al., 2022), and BD2SU (Lee et al.,
2023).
BD Mood Level & Variation Prediction: (i)
Sentiment analysis : BERT (Devlin et al., 2019),
EmoNet (Abdul-Mageed and Ungar, 2017), GoE-
motions (Demszky et al., 2020), XLNet (Yang et al.,
2019), and SBERT (Reimers and Gurevych, 2019)
and (ii) Time-Series detection: UoS (Azim et al.,
2022) and BD2SU (Lee et al., 2023).

5.3 Experiment Results

BD Risk Detection: Table 4 shows the experi-
ment results for identifying the BD risk. Over-
all, the proposed model and most other time-series
models outperform non-contextual models. Our
proposed model also surpasses other sequential
models, achieving an F1 score of 57.8%, mostly at-
tributed to the dynamic mood-aware attention layer,
which can effectively generate temporal contextual

Table 6: Results of the ablation study on the proposed
model components.

Model Components Loss Prec. ↑ Rec. ↑ F1 ↑
Temp. Conv. Lr 0.551 0.409 0.469
+ Mood Att. Le 0.482 0.593 0.532
+ Mood Level Lr + Lm 0.452 0.489 0.470
+ Mood Variation Lr + Lv 0.500 0.669 0.572
+ Mood & Variation Lr + Lm + Lv 0.524 0.720 0.607
+ Uncertainty (Ours) LT 0.540 0.621 0.578

features by gaining deeper insights into the author’s
historical mood. Specifically, LLMs (Brown et al.,
2020; Yang et al., 2023b) exhibited inferior perfor-
mance compared to the proposed model. Previous
studies on mental health analysis using LLMs typi-
cally involved simple binary classification to iden-
tify the current status of posts (Yang et al., 2023a).
In contrast, our study focuses on predicting future
BD risk based on historical posts. This suggests
that LLMs still exhibit a notable gap due to a lack
of mental health-specific knowledge and inconsis-
tencies depending on prompting strategies (Yang
et al., 2023a). Consequently, this poses a signif-
icant challenge in using LLMs for mental health
analysis.

BD Mood Level & Variation Prediction: Ta-
ble 5 summarizes the Mean Absolute Error (MAE)
and Median Absolute Error (MDAE) for the BD
mood level and variation prediction. Our model ex-
hibits more precise predictions than other baselines
for the BD mood level prediction task, achieving
an MAE of 0.701. The performance of the pre-
trained SBERT model surpasses other state-of-the-
art semantic analysis models, which implies that
SBERT can generate sentence embeddings with
semantically significant information (Reimers and
Gurevych, 2019). However, despite the high perfor-
mance in predicting BD mood level, the results for
predicting mood variation are relatively moderate
and comparable. Our analysis reveals that there is
a trade-off between these two tasks, and enhancing
the performance of both tasks is future work.

Multi-task Learning: Notably, the performance
of the proposed model using multi-task learning
(MTL) is superior to employing single-task learn-
ing (STL) in both tasks. We believe that capturing
BD mood is useful in identifying BD risk, and
hence, jointly learning both tasks can improve per-
formance by facilitating the transfer of informative
representations and parameters among the tasks.
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Figure 3: (a) Performance of the proposed model by
varying observational period l (from 5 to 24 months).
(b) Distributions of diagnosis shift duration between the
MDD diagnosis and BD diagnosis

5.3.1 Ablation Study
We perform an ablation study to assess the effec-
tiveness of each component and multi-task learning
of the proposed model, as shown in Table 6. We
begin with the base model, where only the Tem-
poral Convolution layer is applied, which does not
involve multi-task learning. By applying the Dy-
namic Mood-Aware Attention layer, we find dras-
tic improvements in F1 scores (46.9% → 53.2%),
which emphasizes the importance of retaining tem-
poral information in predicting a user’s risk of BD.
Our findings also indicate that jointly learning the
mood variation task outperforms learning the mood
level task alone, but considering both information
together is the most effective. This highlights that
acquiring both the absolute mood level and the rel-
ative mood variation is helpful in monitoring BD
risk, aligning with previous clinical research (Ortiz
et al., 2018). Notably, applying uncertainty weight
parameters θ decreases performance significantly
in recall but increases precision. This suggests
that θ effectively manages the task weights dur-
ing training, particularly considering their distinct
levels of granularity, i.e., post-level for BD mood
level prediction vs. user-level for BD risk detec-
tion. This careful balance prevents any individual
task from dominating the overall objective function,
ultimately enhancing the overall performance.

5.3.2 Observational and Predictable Periods
We examine how the observation period (l months)
influences the prediction of future BD risk in the
next period (m months). Since we found that the
average diagnosis shift duration between the MDD
diagnosis and BD diagnosis is 563.17 days (Std
= 603.79) in Figure 3b, we set m at 24 months,
which allows fair comparisons that are not signif-
icantly affected by fluctuations in m. Figure 3a
presents the F1 and recall for the proposed model
over 24 months, with l ranging from 5 to 24 months.

Notably, the model performance improves with a
more extended training history, which is associ-
ated with the recurrent mood swings exhibited by
BD patients, necessitating a substantial duration to
capture their patterns (Egeland et al., 2012). Inter-
estingly, these findings do not align with the earlier
study that proposed a 6-month observation period
for suicide risk prediction of BD patients due to
their rapid mood fluctuations (Lee et al., 2023).
This differentiation can be interpreted as different
observation periods that are required depending on
the objectives of tasks.

5.3.3 Interpretability of the Model
To demonstrate the interpretability of the proposed
model, we show an example sequence u5 where
our model performs better than other models. In
particular, we analyze how the model assigns the at-
tention weights ait from the Dynamic Mood-Aware
Attention layer to each post over time in predicting
BD risk. Note that we compare the proposed model
adopting multi-task learning and single-task learn-
ing (i.e., ‘ours/MTL’ vs. ‘ours/STL’ in Table 6)
to demonstrate the benefits of joint learning. As
shown in Figure 4, both models tend to have higher
attention scores when the absolute mood level ym
is elevated, such as p51 and p516. This aligns with
the fact that the presence of manic symptoms is
a key factor for BD diagnosis (American Psychi-
atric Association et al., 2013). Interestingly, in
the case of ‘ours/STL’, lower attention scores are
assigned to p52 − p54 due to their negative mood
level ym, whereas ‘ours/MTL’ allocates more at-
tention to these instances due to their relatively
higher mood variation yv. This implies that the
‘ours/MTL’ model is effective at identifying BD
risk by not only assessing mood levels but also by
recognizing mood swings, which are recognized as
crucial indicators for diagnosis (Ortiz et al., 2018).
We believe the proposed model with interpretabil-
ity (such as Figure 4) has the potential to screen
and detect individuals with BD on social media,
allowing for early clinical intervention.

5.3.4 Error Analysis
We further analyze some typical errors during our
experiments that can be used for future perfor-
mance improvement.
Mood Swing Detection in MDD → BD: For the
MDD → BD group, we find that users who failed
to predict exhibited a more monotonous mood
swing (average = 0.728) compared to those who
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Figure 4: A case study illustrating how the model as-
signs attention weights ait. Such an analysis can offer
interpretability of the proposed model.

succeeded (average = 0.788). In other words, the
standard deviation of the mood swing was con-
firmed to be smaller in error cases. This indicates
that our model emphasizes capturing mood swing
transitions in future BD risk detection. In future
work, we will consider incorporating additional
features related to mood swing patterns, such as
intensity variations, or sentiment analysis, to enrich
the model’s understanding.
Post Volume Impact in MDD: In the case of
MDD, the number of posts emerged as a signifi-
cant variable. Through statistical analysis, we find
that most users who successfully predicted had an
average of 7.95 posts, while those who failed had
an average of 5.15 posts. This is likely due to the
higher volume of posts, suggesting that more infor-
mation proves beneficial for accurate predictions.
For future work, we will improve our sequence
model to better capture the temporal dynamics of
posts and their impact on predictions.

6 Concluding Remarks

Our research presented a multi-task learning model
for BD risk detection among users misdiagnosed
as MDD, leveraging a clinically validated novel
dataset, BD-Risk. We demonstrated that jointly
learning BD mood information can enhance the
performance of BD risk detection. The dynamic
mood-aware attention scores offer insights into BD
mood’s impact on future risk, potentially aiding
clinicians in interventions for those who are under-
represented in a clinical setting, such as minorities
or patients with a lack of insight.

Limitations

Evaluating moods on social media is subjective,
and researchers may interpret the analysis of this
paper differently (Keilp et al., 2012). Despite our
careful annotation, there is a chance of includ-
ing unreliable data if users misunderstand their
diagnoses. Detailed explanations are described in
the § 3.2 Data Filtering. Additionally, the effec-
tiveness of using social media data for predicting
mental health can be limited in certain clinical set-
tings (Ernala et al., 2019). However, we believe
our proposed model can help psychiatrists under-
stand how their patients are doing in their daily
lives outside of the hospital.

Ethics Statement

Our approach to addressing ethical concerns in
this study includes two key aspects: (i) safeguard-
ing the privacy of Reddit users and (ii) prevent-
ing any potentially harmful uses of the dataset we
propose. We adhere to the guidelines in Reddit’s
privacy policy4 and widely accepted social media
research ethics policies, which permit researchers
to utilize user data without explicit consent as long
as anonymity is preserved (Benton et al., 2017;
Williams et al., 2017).

It is important to note that we have not collected
any metadata that could be used to identify the
authors of the content. Moreover, all content under-
goes a thorough manual review to remove person-
ally identifiable information and mask any named
entities. Most significantly, we ensure the responsi-
ble use of data while maintaining anonymity. The
dataset will only be shared with researchers who
commit to ethical principles. Our study obtained
approval from the Institutional Review Board (IRB)
(SKKU2022-11-038)).
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A BD-Risk Dataset

For a comprehensive understanding of each cat-
egory and example, please refer to Table 7 in the
Appendix A, which we used for the annotator in-
struction.

A.1 Data Analysis
We analyze our dataset, BD-Risk, to understand

the similarities and differences between MDD and
MDD → BD groups.

A.1.1 User Behavior Differences
For a more precise data analysis, we compare the
user behavior differences between MDD and MDD
→ BD, providing the word count and time interval
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Table 7: The descriptions and examples of BD Mood
Levels.

BD
Mood Description & Examples

3 Severe restlessness with “hallucinations” or “delusions”.
“I hear thoughts that aren’t mine, or voices.”

2 Excessive self-confidence and overwhelming plans.
“doing stupid stuff like opening car door while driving.”

1 High motivation, self-confidence, and a positive mood.
“I’ve gotten better before, I’ll get better again.”

0 In a moderate and comfortable state of mind.
“I am improving, but I am unsure if it will be enough.”

-1 Feeling down, a decrease in self-confidence, and motivation.
“I feel stupid for turning it down.”

-2 Severe depression and inability to perform daily tasks.
“I don’t have money to get back on my medications.”

-3 Experiencing extreme anxiety and having suicidal thoughts.
“My depression has made me suicidal.”

Table 8: Results of the differences between MDD and
MDD → BD groups based on the word count and the
time interval between posts. We report the average of
results (avg.). * indicates that the result is statistically
significant (p < 0.05) under the t-test.

MDD MDD → BD t
avg.

# Word Count
1163.02 1063.51 -2.90 *

avg.
# Time Interval
Between Posts

73.33 66.04 1.64

results in Table 8 using the t-test. For the average
word count, we find that MDD had an average of
1163.02 words, while MDD → BD had an average
of 1063.51 words. Furthermore, we calculate the
average time interval between sequential posts of
each user, as we annotated users’ posts based on
mood levels (§ 3.2 Annotation Process). Please
refer to the distribution of the duration of diagnosis
shift from MDD to BD diagnoses, illustrated in
Figure 3b.

A.1.2 Keywords Usage Differences
To identify the keywords usage differences between
MDD and MDD → BD, we apply the odds ratio (Lu
et al., 2019), which indicates the likelihood of an
event occurring in a group compared to another.
The odds ratio OR(g, w) is calculated for each
1,146 words w extracted from TF-IDF between the
groups g ∈ {MDD,MDD→BD} as follows:

OR(g, w) =
Freq(g, w) ∗ ¬Freq(g, w)

Freq(¬g, w) ∗ ¬Freq(g, w)
(15)

where Freq(g, w) is the number of posts that in-
clude w in g, and ¬Freq(g, w) is the number of
posts that do not include w. Table 9 shows distinct

Table 9: Keywords usage differences between MDD and
MDD → BD groups based on the odds ratio results.

Group Words (Odds Ratio >1.5)

MDD
depression, crisis, covid, friends, family,
pushing, ptsd, cared, anymore just,
ignored, joke, anxiety, hates, exams

MDD → BD
abilify, appetite, surgery, effexor,
unemployed, dose, ssri, psych,
zoloft, experienced, abused, anybody

keywords extracted for each group based on odds
ratio values exceeding 1.5 (Nguyen and Cornips,
2016), e.g., ‘appetite’ is approximately 1.5 times
more likely shown in MDD → BD than in MDD.
We find that MDD contains a higher prevalence
of words related to everyday life and risk factors
(e.g., crisis and ignored), suggesting consistent low
mood variability aligning with the clinical stud-
ies (Ortiz et al., 2015). On the other hand, MDD →
BD includes words commonly associated with med-
ication (e.g., abilify and ssri) (Yoo et al., 2019) or
symptoms widely reported by BD patients in clin-
ical settings (e.g., appetite and abused) (Bowden
et al., 2007). These linguistic differences highlight
the utility of social media data that can be used to
analyze both conditions.

A.1.3 Mood Level Differences
We compare the two groups with their annota-
tion data and LIWC (Linguistic Inquiry and Word
Count) (Pennebaker et al., 2001) results using the
t-test. Table 10 indicates that MDD → BD ex-
hibits notably higher levels of manic moods (0 to
3), while MDD shows significantly higher levels
of depressive moods (-3 to -1). Additionally, sim-
ilar trends are observed in LIWC, with negemo
and sad scores being greater in MDD than MDD
→ BD. Furthermore, MDD → BD displays ele-
vated scores in the sexual, ingest, and death, which
are linked to prominent symptoms of BD, such as
increased sexuality, eating disorders, and suicide
ideation (Ballard et al., 2020).

B Experimental Settings

We adopted a stratified 5-fold cross-validation.
We split the data set into train and test sets at an
8:2 ratio, ensuring that users in the test set were
entirely separate and did not overlap with those
in the training set. We fine-tuned the hyperpa-
rameters based on each model’s highest F1 score
from the cross-validation set. We implemented all
methods using PyTorch 1.12 and optimized with
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Table 10: Differences between the MDD → BD and
MDD (* : p-value < 0.05, ** : p-value < 0.005).

BD Mood t LIWC t
3 4.62 ** posemo -1.10
2 7.59 ** negemo -2.15 *
1 1.85 anger 1.44
0 0.23 sad -3.96 **
-1 -1.43 affect -2.18 *
-2 -1.69 sexual 2.20 *
-3 -3.68 ** ingest 3.50 **

death 0.83

the AdamW (Loshchilov and Hutter, 2018), Expo-
nential Learning rate Scheduler with gamma 0.1,
lr = 1e − 4, and with a batch size of 32. We
trained the model on a GeForce RTX 3090 Ti GPU
for 50 epochs and applied early stopping with the
patience of 7 epochs. To solve the imbalanced data
issue, random oversampling (Menardi and Torelli,
2014) is applied.

C Baseline Models

For comprehensive performance comparisons, we
evaluate various baselines. As studies on identify-
ing (i) BD risk and (ii) BD mood level & variation
are limited, we adopt the following related base-
lines.

C.1 BD Risk Detection
C.1.1 BD Detection
Due to limited studies for detecting BD diagnosis,

three different machine learning methods are used
as our baseline models from; (i) Support Vector
Machine (SVM), (ii) Logistic Regression (LR), and
(iii) Random Forest (RF) with different features
(i.e., LIWC, Empath, and TF-IDF) (Sekulić et al.,
2018).

C.1.2 MDD Detection
As our goal is identifying BD risk in individuals
initially misdiagnosed with MDD, we employ base-
line models aiming to investigate early warning
signals of depression issues on social media data.

• DepRoBERTa (Poświata and Perełkiewicz,
2022)5: DepRoBERTa is the winning model
at the DepSign-LT-EDI@ACL_2022 chal-
lenge (Kayalvizhi et al., 2022), focusing on
classifying depression signs through social
media data. This model was pre-trained

5https://huggingface.co/rafalposwiata/deprobe
rta-large-v1

on subreddits, such as r/depression and
r/SuicideWatch, and was further pre-trained
on RoBERTa (Liu et al., 2019).

• HAN-BERT (Zhang et al., 2022): HAN-
BERT is a BERT (Devlin et al., 2019) based
model emphasizing the significance of early
identification of risky posts in the context of
clinical depression detection. The model em-
ploys a hierarchical attentional network to se-
lect critical content and make predictions.

• SS3 (Burdisso et al., 2019)6: SS3 is a super-
vised machine learning model for early risk
detection by learning specific parameters re-
lated to three critical aspects: Smoothness,
Significance, and Sanction. This is the best-
performing model at CLEF eRisk 2019 chal-
lenge (Losada et al., 2019).

• AdaBoost (Paul et al., 2018): Paul et al.
(2018) utilized various machine learning meth-
ods employing a simple bag of words model to
detect early signs of depression at CLEF eRisk
2018 (Losada et al., 2018); (i) AdaBoost, (ii)
LR, (iii) SVM, and (iv) RF. Please refer to
the Appendix C.1.1 BD Detection for more
details.

C.1.3 LLMs & PLMs

While recent advancements in utilizing LLMs have
showcased robust capabilities in general language
processing, numerous studies have highlighted the
unreliability and inconsistency of LLMs when ap-
plied to mental health analysis (Amin et al., 2023;
Yang et al., 2023a; Lamichhane, 2023). To examine
the performance of LLMs as baselines, we also in-
corporate experiments involving both well-known
LLMs and PLMs to ensure a more precise evalua-
tion.

• ChatGPT (gpt-3.5-turbo) (Brown et al.,
2020)7: Developed by OpenAI, ChatGPT is a
text generation model specialized in generat-
ing conversational text through reinforcement
learning from human feedback (RLHF) (Sti-
ennon et al., 2020). ChatGPT is based on the
175 billion parameters version of InstructGPT
(Ouyang et al., 2022).

6https://pyss3.readthedocs.io/en/latest/
7https://openai.com/blog/chatgpt
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• MentaLLaMa (Yang et al., 2023b)8: Men-
taLLaMA is the open-source LLM fine-tuned
with 105K mental health-related social me-
dia data for interpretable mental health analy-
sis. We test on MentaLLaMA with 7 billion
(MentaLLaMA-chat-7B) parameters.

• BioClinicalBERT (Alsentzer et al., 2019)9:
BioClinicalBERT is a pre-trained BERT (De-
vlin et al., 2019) model specifically for the
clinical domain, which was trained on MIMIC
III, an electronic health records database.

• PHS-BERT (Naseem et al., 2022b)10: PHS-
BERT is a transformer-based BERT (Devlin
et al., 2019) model pre-trained to detect tasks
associated with public health surveillance
(PHS) on social media, such as health-related
tweets.

C.1.4 Time Series Mental Status Detection
We employ baseline models from CLEF’s eRisk

Challenges 2021 (Parapar et al., 2021), aiming to
investigate early warning signals of mental status-
related issues (e.g., pathological gambling and self-
harm) on social media data. Furthermore, as using
longitudinal social media data is vital in finding
an individual who may develop BD after an initial
diagnosis of MDD; we utilize time series detection
models used in mental disorder detection as our
baselines.

• UNSL (Loyola et al., 2021): To find the sig-
nal of pathological gambling, UNSL applies
SVM-RBF using a Bag-of-Words representa-
tion by employing 4 grams at the character
level and TF-IDF.

• PHASE (Sawhney et al., 2021): PHASE is
a time-sensitive transformer-based model to
generate a temporal context for predicting a
user’s suicidality. EmoNet (Abdul-Mageed
and Ungar, 2017) is used for encoding tweets.

• STATENet (Sawhney et al., 2020): STATENet
is a transformer-based model highlighting the
importance of emotional and temporal con-
text for assessing suicide risk. This model

8https://huggingface.co/klyang/MentaLLaMA-cha
t-7B

9https://huggingface.co/emilyalsentzer/Bio_Cl
inicalBERT

10https://huggingface.co/publichealthsurveilla
nce/PHS-BERT

employs two distinct embeddings to cap-
ture information from different time periods;
we leverage Sentence-BERT (Reimers and
Gurevych, 2019) to create embeddings for the
most recent posts, while historical period em-
beddings are generated using EmoNet (Abdul-
Mageed and Ungar, 2017).

• PsyEx (Chen et al., 2023): PsyEx simultane-
ously identifies multiple mental diseases by
employing a two-stream architecture that pro-
cesses both text and symptom features from
social media data. This approach combines
the strengths of both modalities, resulting in
enhanced detection performance.

• UoS (Azim et al., 2022): UoS is the best-
performing model at CLPsych 2022 shared
task (Zirikly et al., 2019), employing a multi-
task learning approach using a transformer
encoder and Bi-LSTM to predict (i) changes
in a user’s mood and (ii) their level of suicidal
risk.

• Bipolar To Suicide (BD2SU) (Lee et al.,
2023): The BD2SU is a multi-task model for
(i) BD symptom identification and (ii) future
suicidality prediction. This model uses the
attention layer with learnable parameters for
considering temporal information.

C.2 BD Mood Level & Variation Prediction

C.2.1 Sentiment Analysis
To predict BD mood level and variation, state-
of-the-art models of sentiment analysis are used,
which is a method for identifying emotions ex-
pressed in text.

• BERT (Devlin et al., 2019)11: Fintuned BERT
has shown great performance across various
text benchmarks, including sentiment analysis,
by adopting masked language modeling and
next-sentence prediction for training.

• EmoNet (Abdul-Mageed and Ungar, 2017):
EmoNet is applied a Gated Recurrent Neural
Networks (Chung et al., 2015) that modifies
LSTM with a reset gate, an updated state, and
a hidden unit using 250m tweets with 24 emo-
tions consisting of 665 emotion hashtags an-
notated labels.

11https://huggingface.co/bert-base-uncased
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• GoEmotions (Demszky et al., 2020)12: A pre-
trained RoBERTa GoEmotions is finetuned
based on the GoEmotions dataset, including
58k English Reddit comments, labeled by
80 human annotators across 28 emotion cate-
gories.

• XLNet (Yang et al., 2019)13: XLNet is a
generalized autoregressive pretraining method
that outperforms BERT on sentiment analysis
tasks.

• Sentence-BERT (SBERT) (Reimers and
Gurevych, 2019): SBERT is a modified ver-
sion of the pre-trained BERT, which em-
ploys siamese and triplet network structures to
generate sentence embeddings with semantic
meaning.

C.2.2 Time Series Mental Status Detection
UoS (Azim et al., 2022) and BD2SU (Lee et al.,
2023) both adopt multi-task learning to predict se-
quence posts. Please refer to the Appendix C.1.4
Time Series Mental Status Detection for more de-
tails.

12https://huggingface.co/SamLowe/roberta-bas
e-go_emotions

13https://huggingface.co/xlnet-base-cased
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