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Abstract

Transformer-based models, such as BERT and
ViT, have achieved state-of-the-art results across
different natural language processing (NLP) and
computer vision (CV) tasks. However, these mod-
els are extremely memory intensive during their
fine-tuning process, making them difficult to de-
ploy on GPUs with limited memory resources.
To address this issue, we introduce a new tool
called SLIMFIT that reduces the memory require-
ments of these models by dynamically analyz-
ing their training dynamics and freezing less-
contributory layers during fine-tuning. The layers
to freeze are chosen using a runtime inter-layer
scheduling algorithm. This allows SLIMFIT to
freeze up to 95% of layers and reduce the overall
on-device GPU memory usage of transformer-
based models such as ViT and BERT by an av-
erage of 2.2×, across different NLP and CV
benchmarks/datasets such as GLUE, SQuAD 2.0,
CIFAR-10, CIFAR-100 and ImageNet with an
average degradation of 0.2% in accuracy. For
such NLP and CV tasks, SLIMFIT can reduce up
to 3.1× the total on-device memory usage with
an accuracy degradation of only up to 0.4%. As a
result, while fine-tuning of ViT on ImageNet and
BERT on SQuAD 2.0 with a batch size of 128
requires 3 and 2 32GB GPUs, respectively, SLIM-
FIT enables fine-tuning them on a single 32GB
GPU without any significant accuracy degrada-
tion. The code of SLIMFIT is available at https:
//github.com/arashardakani/SlimFit.

1 Introduction

Over the past few years, various transformer-based
models have been developed with the adoption of the
attention mechanism that weighs the importance of
each part of the input data differently. Pre-training of
such transformer-based models on large data has led
to a significant boost in accuracy when fine-tuned on
various natural language processing (NLP) and com-
puter vision (CV) downstream tasks (Devlin et al.,
2018; Dosovitskiy et al., 2021). Despite their great
performance in achieving state-of-the-art (SOTA)
accuracy, these models are memory intensive and
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Figure 1: The breakdown of memory usage of BERT
when fine-tuned on different batch sizes including 32, 64,
and 128.

require a considerably large amount of on-device
GPU memory during their fine-tuning phase when
compared to the conventional convolutional and re-
current neural networks (Jain et al., 2020). The
memory requirement of current transformer-based
models has made them difficult to fine-tune even
on powerful GPUs. With the introduction of larger
transformer-based models over the past few years,
the on-device GPU memory has become a major
bottleneck for their fine-tuning process (Jain et al.,
2020; Liu et al., 2022; Chen et al., 2023).

The total on-device memory usage of GPUs con-
sists primarily of activations, parameters, gradients,
optimizer states, and the CUDA context. Among
these factors, activations account for most of the
memory usage due to batch processing (Liu et al.,
2022; Chen et al., 2021; Jain et al., 2020) as shown
in Fig. 1. Therefore, activation compressed train-
ing (ACT) has emerged as the primary solution for
memory-efficient fine-tuning (Chen et al., 2021; Liu
et al., 2022). This approach first compresses activa-
tions during the forward pass and then decompresses
them during the backward pass. In this way, the
memory footprint can be significantly reduced by
caching the compressed activations. In ACT, quan-
tization (Chakrabarti and Moseley, 2019; Fu et al.,
2020; Chen et al., 2021; Liu et al., 2022) has been a
popular choice to compress activations among other
compressors such as JPEG (Evans et al., 2020) or
pruning (Chen et al., 2023). The current SOTA ACT
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adaptively assigns quantization bits to each layer
for a given architecture (Liu et al., 2022). While
the SOTA ACT successfully reduces the memory
footprint of activations, its overall on-device GPU
memory reduction is not significant. For instance,
the total on-device GPU memory reduction of the
SOTA ACT is limited to 0.1GB despite its 6.4×
reduction in the memory of activations when fine-
tuning BERT on CoLA dataset with a batch size of
32. It is worth mentioning that we refer to the mem-
ory usage reported by “nvidia-smi” as the overall
on-device memory in this paper (see Appendix A
for more information on memory management).

Tensor rematerialization (Jain et al., 2020; Chen
et al., 2016; Beaumont et al., 2021; Kirisame et al.,
2021), also known as gradient checkpointing, is
another prominent approach to reducing activation
memory by trading computations for memory. In
tensor rematerialization, only specific activations
are stored during the forward pass, while the rest
are recomputed in the backward pass. Of course,
recomputing activations requires more operations,
resulting in a longer fine-tuning process (Liu et al.,
2022). Reduced precision training, as another ap-
proach, performs the computations of both forward
and backward passes in low-precision (Micikevicius
et al., 2017; Wu et al., 2018; Wang et al., 2018b;
Banner et al., 2018). While these works can suc-
cessfully train conventional models, few-bit model
fine-tuning is not trivial. For instance, 8-bit quanti-
zation of BERT for inference results in a significant
precision loss (Zafrir et al., 2019), which makes
fine-tuning on few bits a challenging task.

Low-rank adaptation (LoRA) (Hu et al., 2022)
is another key approach to reducing the overall on-
device GPU memory where the transformer-based
models are fine-tuned by inserting a small number of
trainable parameters into each layer while keeping
the pre-trained model parameters frozen. Such an ap-
proach enables fine-tuning transformer-based mod-
els with significantly less number of trainable param-
eters, leading to a reduction in the memory footprint
of optimizer states and gradients. Such a memory
reduction becomes significant for large transformer
models such as GPT (Brown et al., 2020) with bil-
lions of parameters.

Different from these methods, we put forward
a new approach to reducing the overall on-device
memory usage by analyzing training dynamics.
More precisely, we dynamically analyze the gra-
dient contributions of layers in transformer-based
models and perform parameter updates for specific
layers only while the rest of layers are kept frozen.

Training dynamics have been used to analyze the
behavior of a model during its training/fine-tuning
process (Swayamdipta et al., 2020; Teehan et al.,
2022; Fang et al., 2022). However, our work uses
training dynamics to detect and discard unimpor-
tant activations during fine-tuning by freezing their
associated layers, leading to a reduction of the mem-
ory footprint. Our method is orthogonal to existing
approaches including rematerialization, LoRA and
fused operations (Dao et al., 2022; Rabe and Staats,
2021), which could be combined for further reduc-
tions.

Freezing layers or parameters has been studied
in different domains, including transformer-based
models to preserve previously learned information
during fine-tuning (Lee et al., 2022; Shen et al.,
2021). Freezing parameters have also been used
to regularize fine-tuning (e.g., over-fitting reduction)
in pre-trained models (Ramasesh et al., 2021). Re-
cently, freezing has been used to accelerate fine-
tuning by progressively freezing model blocks (Liu
et al., 2021; Li et al., 2023; He et al., 2021; Yuan
et al., 2022). However, since such an approach starts
the fine-tuning process without freezing at least for a
few training iterations/epochs, its overall on-device
memory requirement remains similar to that of train-
ing without freezing. For instance, fine-tuning ViT
on ImageNet with a batch size of 128 using such a
freezing approach on a single 32GB GPU results in
an out-of-memory error (see Appendix B for more
details).

To orchestrate effective layer-freezing decisions,
we introduce a runtime inter-layer scheduling (ILS)
algorithm. Our method finds and freezes a set of
layers at each training iteration in transformer-based
models that are less contributory, i.e., layers with
fewer updates in their parameters, to the fine-tuning
process at each iteration. While the ILS algorithm
successfully detects and freezes unimportant layers,
its memory reduction is not proportional to the freez-
ing rate. The reason behind this disproportionality
is twofold: the imbalanced number of activations
among layers and the existence of static activations.
Static activations refer to those that cannot be dis-
carded regardless of freezing (e.g., activations of
non-linear functions such as GELU). We address
these two issues using quantization and pruning to
even out the number of activations across all lay-
ers and to reduce the memory overhead of static
activations. We use quantization and pruning for
a few specific layers of transformer-based models
as opposed to reduced precision training methods
where all the layers are quantized. As a result, the
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impact of quantization and pruning on accuracy is
insignificant in our work. For instance, the accuracy
degradation due to quantization and pruning is only
0.1% on the MRPC dataset.

By combining ILS with quantization and prun-
ing, we introduce a performance tool called SLIM-
FIT for reducing the on-device GPU memory us-
age of transformer-based models during fine-tuning.
We demonstrate the effectiveness of SLIMFIT in re-
ducing the memory footprint on popular models of
BERT and ViT. We show that SLIMFIT can freeze
up to 95% of layers and reduce the overall on-device
memory usage by an average of 2.2× when fine-
tuning BERT and ViT models on different bench-
marks and datasets, such as GLUE, SQuAD 2.0,
CIFAR-10, CIFAR-100 and ImageNet with an aver-
age accuracy degradation of 0.2%. More precisely,
SLIMFIT reduces the overall on-device memory us-
age of the fine-tuning process on GLUE from 6.1GB
to 4.0GB (1.5× reduction) with a batch size of 32,
on SQuAD 2.0 from 58.5GB to 19.1GB (3.1× re-
duction) with a batch size of 128, on CIFAR-10 from
7.2GB to 4.3GB (1.7× reduction) with a batch size
of 32, on CIFAR-100 from 7.2GB to 4.5GB (1.6×
reduction) with a batch size of 32, and on ImageNet
from 77.4GB to 26.1GB (3.0×) with a batch size of
128 at the cost of up to 0.4% accuracy degradation.
As a result, SLIMFIT enables performing memory-
intensive fine-tuning processes on a single 32GB
GPU such as fine-tuning ViT on ImageNet with a
batch size of 128 while this normally requires three
32GB GPUs.

2 Preliminaries

Over the past few years, pre-training of attention-
based models has led to significant advances on
many NLP and CV tasks with the popular BERT
(Devlin et al., 2018) and ViT (Dosovitskiy et al.,
2021) models. The pre-training process provides
a good initialization point such that these models
can better generalize on unseen data of downstream
tasks. Therefore, these models can achieve state-
of-the-art results by fine-tuning through small ad-
justments to their parameters. Architecturally, these
models consist of an initial embedding layer, fol-
lowed by repeated blocks of multi-head attention
(MHA) fed into a feed-forward network (FFN) mod-
ule (see Appendix C for more details). The base
architectures of BERT and ViT contain over a hun-
dred layers built up in this manner.

Despite the large number of layers, not all need
to be updated during fine-tuning to achieve decent

performance on downstream tasks, as shown in (Mer-
chant et al., 2020). Notably, the authors found that
freezing approximately 60% of early attention layers
in BERT led to negligible performance degradation.
This suggests that the fine-tuned model tends to pre-
serve generic features learned during pre-training.
Motivated by this study, we seek to analyze the train-
ing dynamics of pre-trained models and to automat-
ically detect layers with less contributions to the
fine-tuning process.

3 Learning the Importance of Layers

Training dynamics is an active field of research that
provides insight about the behavior of pre-trained
models when fine-tuning on downstream tasks. The
convergence proof of optimization algorithms such
as stochastic gradient descent (Shalev-Shwartz and
Ben-David, 2014) shows that the distance between
the parameters and the optimal solution is reduced
over training iterations and accordingly, the weight
distance (or the weight update amount) between
consecutive iterations decreases. Therefore, it is
possible that some layers can only receive minimal
changes to their parameters as we approach the end
of the training process. Of course, detecting and
freezing such layers, when they show minimal up-
dates, will not affect accuracy. Since transformer-
based models are pre-trained, they already show
small updates during fine-tuning compared to pre-
training. As such, detecting and freezing layers with
minimal updates (i.e., weight distance values) will
not significantly affect the fine-tuning process and
accordingly the final accuracy. Based on the above
observations, we consider the ℓ1-norm of the update
received by parameters of each layer through all the
fine-tuning iterations as the training dynamics in
this paper. It is also worth mentioning that freezing
layers has no impact on training convergence as it
causes a pause in the training procedure of frozen
layers as shown by our theoretical analysis in Ap-
pendix D.1.

3.1 Training Dynamics

Let us consider a pre-trained model with a set of
parameters W where the parameters associated with
the ith layer at iteration t is denoted as Wt

i ∈ RM×I .
The training dynamics of for the ith layer at iteration
t is defined as the ℓ1-norm of the distance between
Wt−1

i and Wt
i , i.e.,

dt
i =

1
M× I

∥∥∥∥
W t

i −W t−1
i

W t−1
i

∥∥∥∥
ℓ1

, (1)
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Figure 2: The distance values of query weight matrix for
the first, fifth and eleventh attention layers of BERT-base
fine-tuned on (a) CoLA and (b) MRPC datasets for 3
epochs.

where dt ∈ Rn
+ containing all dis at iteration t is

referred to as distance vector, and n denotes the total
number of layers. In fact, Eq. (1) calculates the
normalized change in the parameters of the ith layer.

3.2 Inter-Layer Scheduling Algorithm

We use the distance values as training dynamics
to analyze the fine-tuning behavior of pre-trained
models. For instance, consider the distance values
across all the fine-tuning iterations for the CoLA
(Warstadt et al., 2018) and MRPC (Wang et al.,
2018a) datasets. Fig. 2a shows the distance val-
ues of the query weight matrix for the first, fifth and
eleventh attention layers of BERT-base fine-tuned on
CoLA dataset whereas Fig. 2b depicts those of the
same layers for BERT-based fine-tuned on MRPC
dataset.

We observe the following based on the experi-
mental results of these two datasets. First, the up-
dated amount for each layer becomes smaller over
fine-tuning iterations. Second, the updated amount
of each layer is task-specific and is independent of
its position. Third, there are some layers showing

ILS ILS ILS

Transformer Model Transformer Model Transformer Model

Training Iteration 0 Training Iteration 1 Training Iteration n-1

Frozen Active Freezing decision Training dynamics

Figure 3: The overview of ILS algorithm. ILS freezes a
certain number of layers depending on the freezing rate at
every single iteration throughout the fine-tuning process
for the total of n training iterations.

smaller distance values w.r.t. other layers across al-
most all the iterations. Finally, layers with a higher
distance value in the beginning can become smaller
over the fine-tuning iterations than layers starting
with a lower distance value.

Given the above observations, we introduce an
ILS algorithm to decide on updating priority of lay-
ers using their distance values. Fig. 3 shows an
overview of the ILS algorithm. At each iteration
ranging from the first iteration to the last iteration,
our ILS algorithm selects those layers with large
distance values to be updated and those with small
distance values to be frozen. More precisely, layers
are first ranked based on their distance values at each
training iteration and then those with small distance
values are kept frozen according to the freezing rate
as a hyper-parameter. The intuition is that layers
with small distance values are less contributory to
the fine-tuning process as their parameters are not
being updated much. On the other hand, the layers
with large distance values are learning task-specific
patterns by making more significant adjustments to
their parameters. Note that freezing middle layers
does not interrupt the gradient propagation to the
early layers of the network as shown through an
example in Appendix D.2.

The freezing rate of the ILS algorithm can be de-
cided based on the on-device GPU memory budget.
Of course, using an extremely high freezing rate may
result in a performance degradation depending on
the downstream task, providing a worthwhile trade-
off between accuracy and on-device GPU memory.
On the other hand, while performance degradation is
unlikely with a very small freezing rate, the memory
reduction is insignificant as well.

Since there is no prior knowledge about the dis-
tance values of each layer at the beginning of the
fine-tuning process, our ILS algorithm initializes
the distance vector with large random values. De-
pending on the freezing rate, each layer along with
its distance value are updated during the first few
iterations once until all random numbers in the dis-
tance vector are substituted with an actual distance
value. Afterwards, layers are kept frozen according
to their actual distance value. The distance value
of the active layers is only updated at each iteration
while that of the frozen layers remains unchanged.
The pseudo code of our ILS algorithm performing
iterative freezing is shown in Algorithm 1.

To better understand the ILS algorithm, we il-
lustrate the iterative freezing process using an ex-
ample as shown in Fig. 4a. Suppose we have an
8-layer transformer-based model and accordingly an
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Figure 4: (a) An example of the iterative freezing process using our ILS algorithm. (b) An example of a model with
imbalanced number of activations and its impact on the memory reduction.

Algorithm 1 The pseudo code of the ILS algorithm
performing iterative freezing.

Input: model, number of iterations as itr, number
of layers as L, freezing rate F
d = rand(L)
for i in itr do

idx = argsort(d)[:int(L*F)]
for j in idx do

model.layer[ j].requires_grad = False
end for
model.train()
Update d

end for

8-element distance vector at iteration t. Considering
the freezing rate of 50% for this example, 4 layers
with the lowest distance values are kept frozen and
the rest are updated at each iteration.

4 Inter-Layer Load-Balancing
So far, we have introduced our ILS algorithm that
prioritizes updating particular layers while keeping
the rest of layers frozen according to their distance
value. For the given freezing rate of 50% as an exam-
ple, we expect to see a 2× reduction in the memory
footprint of activations. However, this is not the
case in transformer-based models due to the imbal-
anced the number of activations across all the layers.
In fact, the imbalance in the number of activations
undermines the ability of our ILS algorithm in re-
ducing the memory footprint during the fine-tuning
as shown in Fig. 4b.

Since the focus of this paper is on transformer-
based models such as BERT and ViT, we analyze
their architecture for imbalanced layers. Table 1
summarizes the number of activations associated
to the input of layers with trainable parameters in

Table 1: The number of activations associated to the input
of layers with trainable parameters in BERT where B, T ,
H denote the batch size, sequence length, hidden size,
respectively. ViT has the same structure with different
descriptions.

Type of Layer Description # Activations Status
Dense attention.self.query B∗T ∗H Balance
Dense attention.self.key B∗T ∗H Balance
Dense attention.self.value B∗T ∗H Balance
Dense attention.output B∗T ∗H Balance

LayerNorm attention.output B∗T ∗H Balance
Dense intermediate B∗T ∗H Balance
Dense output B∗T∗4∗H Imbalance

LayerNorm output B∗T ∗H Balance

BERT or ViT. Among all trainable layers, there is
only one imbalanced layer in the attention block
which contains 4× more activations than other lay-
ers.

To address the load-balancing issue in the num-
ber of activations for the aforementioned layer, we
use quantization. Since the imbalance factor among
layers is 4×, we adopt 8-bit quantization for acti-
vations of the imbalanced layer where 4 bits are
used for both the integer and fractional parts. In this
way, the memory cost of the activations are evened
out using quantization. In our quantization scheme,
we cache the activations of the imbalanced layer
using 8 bits during the forward pass. In the back-
ward pass, we convert the 8-bit activations to 32-bit
floating-point format. Therefore, all the forward and
backward computations are still performed using
single-precision floating-point format. The conver-
sion process between 8-bit fixed-point and 32-bit
floating-point formats are provided in Appendix E.

5 Dynamic and Static Activations

Assuming that the backpropagation is performed
from the last to the first layer, the type of activations
in transformer-based models can be divided into two
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categories: dynamic and static. We refer to the acti-
vations that can be discarded by freezing their layer
as dynamic activations. On the other hand, static ac-
tivations cannot be discarded regardless of freezing.
Among different types of layers, GELU, MatMul,
Softmax and LayerNorm contain static activations
as shown Table 2. Note that MatMul and Softmax
share the same activations. For the backward com-
putations of Softmax, its output during the forward
pass is saved as its activations. On the other hand,
the input to MatMul is required for its backward
computations as activations. Since the output of
Softmax is an input to MatMul in the forward pass,
they share the same activations.

GELU and MatMul/Softmax do not have any
trainable parameters and accordingly cannot be
frozen. Therefore, these two layers hold on to their
activations throughout the fine-tuning process. The
best approach to reduce their memory cost is quanti-
zation. We use 4 and 8 bits for quantization of acti-
vations in GELU and MatMul/Softmax, respectively.
Since there is no 4-bit tensor support in PyTorch, we
store each two 4-bit activations as a single 8-bit acti-
vations using shift operations. Note that using such
bit-levels result in a negligible accuracy degradation
while further quantization of those activations incurs
a significant accuracy loss.

As opposed to GELU and MatMul/Softmax, Lay-
erNorm contains trainable parameters and can be
frozen by the ILS algorithm. However, its activa-
tions are still static. The forward pass of LayerNorm
is computed by:

x̃ =
x−E(x)√
Var(x)+ ε

, (2)

y = x̃∗ γ +β , (3)

where γ and β are trainable parameters. The input
and output to LayerNorm are denoted by x∈RH and
y ∈ RH , respectively. E(·) and Var(·) compute the
average and variance, respectively. The derivative

Table 2: The type of activations of layers in MHA and
FFN of BERT and ViT.

Type of Layer # Activations Type of Activations
Dense B∗T ∗H Dynamic

MatMul B∗T∗H (2×) Static
Softmax B∗T∗T Static
MatMul B∗T∗H & B∗T∗T Static

Dense B∗T ∗H Dynamic
LayerNorm B∗T∗H Static

Dense B∗T ∗H Dynamic
GELU B∗T∗4∗H Static
Dense B∗T ∗4∗H Dynamic

LayerNorm B∗T∗H Static

of the loss with respect to γ (i.e., γ̂) is computed by

γ̂ = x̃∗ ŷ, (4)

and with respect to β (i.e., β̂ ) by:

β̂ = ŷ, (5)

where ŷ denotes the derivative of the loss w.r.t. y.
We also need to compute the derivative of the loss
with respect to x (i.e., x̂) as:

g =
γ ∗ ŷ

H ∗
√

Var(x)+ ε
, (6)

x̂ = H ∗g−∑
H

g− x̃∗∑
H
(g∗ x̃). (7)

When LayerNorm is frozen, there is no need to com-
pute Eq. (4). However, the activations of this layer
cannot be discarded since they are still a part of the
computations in Eq. (7). More precisely, the stan-
dardized version of x (i.e., x̃) is required even when
this layer is frozen.

The contribution of the last term in Eq. (7) (i.e.,
∑H(g ∗ x̃)) is significant for large values of x̃ only.
Therefore, the small values of x̃ can be discarded.
Ideally, we want to have all the activations of this
layer to be discarded when this layer is frozen. How-
ever, this will results in an accuracy degradation.
As such, we prune away the small values in x̃ and
keep the top 10% largest values. In this way, the
memory load of activations is significantly reduced.
Of course, when this layer is not frozen, the back-
propagation is performed without any approxima-
tion. Such a trick converts LayerNorm from a static
layer to a semi-static one. It is worth mentioning
that the indices to pruned activations are also stored
along with activations. The details of the pruning
procedure is provided in Appendix F.

6 SLIMFIT

SLIMFIT is a performance tool that exploits our ILS
algorithm along with quantization and pruning to
reduce the memory footprint of activations through
an iterative freezing process. The total on-device
GPU memory reduction of SLIMFIT is a result of the
memory reduction in both dynamic and static acti-
vations. Static activations contribute a fixed amount
of memory whereas the memory usage of dynamic
activations depends on the freezing rate. Given a
high freezing rate, the memory footprint of activa-
tions and accordingly the total on-device GPU mem-
ory usage can be significantly reduced. The choice
of freezing rate depends on the memory budget of
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the user. By increasing the freezing rate up to a
certain point, there will be no performance degra-
dation. However, using an extremely high freezing
rate trades off memory for accuracy. Finding the
breaking point of the method is task dependent and
varies from one dataset to another.

7 Experimental Results

We use the base version of BERT and ViT for our
experiments. We fine-tune these two models us-
ing SLIMFIT which is implemented on PyTorch.
We evaluate BERT (Devlin et al., 2018) using the
GLUE benchmark (Wang et al., 2018a) and SQuAD
2.0 (Rajpurkar et al., 2016). For ViT (Dosovitskiy
et al., 2021), we use CIFAR-10, CIFAR-100 and
ImageNet datasets (Krizhevsky, 2009; Deng et al.,
2009) for evaluation purposes. We discuss the mem-
ory usage of activations and the overall on-device
GPU memory on the 32GB NVIDIA V100 GPU.
We report the total on-device GPU memory usage
using “nvidia-smi”. For all the experiments in this
section, we use 3 epochs for fine-tuning. The de-
tails about the CV/NLP tasks, measurements and
hyper-parameter settings are provided in Appendix
G.

7.1 Accuracy Evaluation on GLUE and
SQuAD 2.0

To evaluate the language understanding ability of
BERT models, the GLUE benchmark is formed
by a series of downstream tasks including senti-
ment classification (SST-2), natural language infer-
ence (RTE, QNLI, and MNLI), paraphrase detection
(MRPC, QQP, and STS-B), and linguistic accept-
ability (CoLA). We use Spearman correlation for
STS-B, Matthew’s correlation for CoLA, percentage
accuracy for RTE, MRPC, SST-2, QQP, QNLI and
MNLIm, and F1 score for SQuAD 2.0. In this work,
we fine-tune the BERT-base model using SLIMFIT

on the downstream tasks of the GLUE benchmark
as well as the question answering task on SQuAD
2.0. Table 3 shows the accuracy on the validation
set of the aforementioned tasks and memory usage
of SLIMFIT compared to the baseline. The results
of the baseline were obtained without freezing. We
report the results along with its statistics associated
with the highest freezing rate that can achieve a sim-
ilar accuracy to that of the baseline by varying the
learning rate over 10 random runs. The experimen-
tal results on the GLUE benchmark show that up to
95% of dynamic activations can be discarded with
up to 0.4% accuracy degradation, leading to an aver-
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Figure 5: The total on-device GPU memory usage of
SLIMFIT compared to the baseline across different batch
sizes including 32, 64 and 128 on NLP and CV datasets.

age of 1.9GB reduction in the total on-device GPU
memory usage. On the other hand, while fine-tuning
SQuAD 2.0 without freezing requires the minimum
of 2 32GB NVIDIA V100 GPUs on a batch size
of 128, SLIMFIT enables its fine-tuning on a sin-
gle 32GB NVIDIA V100 GPU, reducing the total
on-device memory requirement of such a task from
58.5GB down to 19.1GB (3.1× reduction).

Figure 5 shows the total on-device GPU memory
usage of BERT-base when fine-tuned using SLIM-
FIT for different batch sizes at the freezing rate of
95% on the GLUE benchmark and 80% on SQuAD
2.0. According to the experimental results, SLIMFIT

enables a reduction ranging from 1.5× to 3.1× in
the total on-device GPU memory on NLP tasks. The
reduction in the total on-device memory usage is
more significant for larger batch sizes since the acti-
vations dominate the memory footprint. It is worth
mentioning that the memory benefits of SLIMFIT

is not limited to BERT-base for NLP tasks. In fact,
similar memory reductions can be obtained when
fine-tuning other NLP models such as BERT-large
and GPT-2 using SLIMFIT. The experimental results
of such models are provided in Appendix H.

7.2 Accuracy Evaluation on CIFAR and
ImageNet

To assess the effectiveness of our method on CV
tasks, we fine-tune the ViT-base model on CIFAR-
10, CIFAR-100 and ImageNet datasets. We use
the test set of CIFAR-10/CIFAR-100 and the val-
idation set of ImageNet to evaluate their accuracy
on ViT. Table 3 shows that SLIMFIT can fine-tune
the ViT-base model with the freezing rate of up to
95% with up to 0.3% loss in accuracy while signif-
icantly reducing the overall on-device GPU mem-
ory usage. More specifically, SLIMFIT reduces the
overall memory usage of the fine-tuning process on
CIFAR-10 from 7.2GB to 4.3GB (1.7× reduction)
with a batch size of 32, on CIFAR-100 from 7.2GB
to 4.5GB (1.6× reduction) with a batch size of 32,
and on ImageNet from 77.4GB to 26.1GB (3× re-
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Table 3: The accuracy and memory performance of SLIMFIT on the GLUE benchmark and SQuAD 2.0 using BERT
over 10 random runs. The batch size of 32 and 128 were used for GLUE benchmark and SQuAD 2.0, respectively.
The top-1 accuracy and memory performance of SLIMFIT are also reported for CV benchmarks with the batch size of
32 for CIFAR datasets and 128 for ImageNet dataset on ViT.

BERT ViT
Method Metric MNLIm QQP QNLI SST-2 CoLA STS-B MRPC RTE SQuAD 2.0 CIFAR-10 CIFAR-100 ImageNet

Basline
Accuracy 83.4 90.8 90.5 92.1 58.9 89.5 86.4 70.2 74.0 98.8 91.2 83.3

Memory of Activations (GB) 3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.2 55.1 4.5 4.5 69.5
Total On-chip GPU Memory (GB) 6.1 6.1 6.1 6.1 6.1 6.1 6.1 6.1 58.5 (2 GPUs) 7.2 7.2 77.4 (3 GPUs)

SLIMFIT

Best Accuracy 83.3 90.6 90.6 92.5 59.9 89.6 86.5 70.5 74.2 98.6 91.2 83.4
Average Accuracy 83.3 90.4 90.3 92.1 58.7 89.2 86.1 70.1 74.0 98.5 91.0 83.3

Standard Deviation of Accuracy 0.155 0.168 0.173 0.185 1.258 0.323 0.27 0.632 0.115 0.089 0.125 0.071
Freezing Rate (%) 80 80 95 95 90 85 91 90 80 90 75 95

Memory of Activations (GB) 0.7 0.7 0.5 0.5 0.6 0.7 0.6 0.6 10 0.8 1.0 11.9
Total On-chip GPU Memory (GB) 4.4 4.4 4.0 4.0 4.3 4.3 4.3 4.3 19.1 4.3 4.5 26.1
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Figure 6: The trade-off curve between accuracy and freez-
ing rate for three different iterative freezing approaches
(i.e., ILS, random and progressive methods) on (a) CoLA
and (b) MRPC datasets.

duction) with a batch size of 128. Fig. 5 also shows
the total on-device GPU memory usage of SLIMFIT

across different batch sizes on CV tasks.

8 Ablation Studies

Due to limited space, we only discuss the impact of
the freezing rate on accuracy of SLIMFIT in this sec-
tion. We provide further discussions on the impact of
quantization/pruning, the total wall-clock time and
the frequency of update occurrence in Appendices
I, J, and K, respectively. For all the experiments in
this section, we use a batch size of 32 and 3 epochs
for fine-tuning.

Our ILS algorithm orchestrates the freezing sched-
ule based on a simple rule: layers with largest dis-
tance values are updated whereas those with lowest
distance values are kept frozen for the given freezing
rate. Of course, such an iterative freezing approach
trades off between accuracy and freezing rate. To
better show this trade-off, we measured and illus-
trated accuracy of CoLA and MRPC datasets across

different freezing rates in Fig. 6. The trade-off curve
shows our ILS algorithm can maintain the accuracy
at the same level of the baseline by freezing up to
95% of layers.

Besides our ILS algorithm, the freezing schedule
can be decided using random or progressive freez-
ing approaches. In the random scheduling method,
frozen layers are randomly selected at each itera-
tion. In the progressive approach, on the other hand,
early layers are progressively kept frozen whereas
later layers are being updated throughout the fine-
tuning process. Among these approaches, our ILS
algorithm significantly stands out in terms of both
accuracy and freezing rate as shown in Fig. 6. The
reason behind its superior performance is that ILS
allows more updates for layers with large distance
values by keeping layers with minimal distance val-
ues frozen for a specific number of iterations. On the
other hand, in the random approach, the layers are
randomly selected to be updated. Therefore, layers
with large distance values receive less number of
updates in the random approach compared to ILS.
Of course, the chance of layers with large distance
values being randomly selected as active layers de-
creases as the freezing rate increases, which explains
the accuracy gap between ILS and the random ap-
proach with freezing rate higher than 70% freezing
rate. In the progressive freezing approach, the early
layers receive no update during the fine-tuning pro-
cess, resulting in a significant accuracy degradation
for large freezing rates.

9 Comparison With SOTA Techniques

Next, we compare SLIMFIT with state-of-the-art
compression methods targeting memory reduction,
i.e., 4-bit GACT (Liu et al., 2022) and DropIT (Chen
et al., 2023). Table 4 summarizes the comparison re-
sults in terms of accuracy, memory and latency. For
fair comparison, we measure their performance un-
der the same framework and hyper-parameters (i.e.,
the batch size and the number of training epochs)
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Table 4: Comparison with state-of-the-arts, i.e., 4-bit
GACT (Liu et al., 2022) and DropIT (Chen et al., 2023)
when fine-tuning BERT on CoLA dataset.

Model Metric Baseline GACT DropIT SLIMFIT

BERT

Accuracy (Matthew’s Corr.) 58.9 59.0 57.5 59.9
Freezing Rate (%) NA NA NA 90%

Memory of Activations (GB) 3.2 0.5 2.4 0.6
Total Memory (GB) 6.1 6.0 5.7 4.3
Latency (Seconds) 251 455 367 281

during fine-tuning of BERT on CoLA. The experi-
mental results of GACT and DropIT were obtained
using their official PyTorch libraries. According to
the experimental results, GACT shows the lowest
memory amount for activations. However, in terms
of on-device GPU memory usage, SLIMFIT outper-
forms GACT. In terms of accuracy, all models show
a comparable accuracy on CoLA w.r.t. the baseline.
Finally, in terms of speed, SLIMFIT shows the fastest
fine-tuning speed among existing works while it still
falls short w.r.t. the baseline (see Appendix J for
more details on SLIMFIT’s computing speed). It
is worth mentioning that our method is orthogonal
to commonly-used memory reduction techniques
such as activation checkpointing, gradient accumu-
lation and LoRA. In fact, these techniques can be
used along with SLIMFIT to further reduce the mem-
ory. For instance, activation checkpointing can be
applied to SLIMFIT to further reduce the total on-
device GPU memory usage by the factor of 1.3×
while SLIMFIT equipped with gradient accumula-
tion can reduce it by a factor of 1.8× at the cost of
an increase in the wall-clock time when fine-tuning
GPT-2. The detailed discussions and experimental
findings of these techniques, equipped with SLIM-
FIT, are presented in Appendix L.

10 Conclusion

In this paper, we presented a performance tool called
SLIMFIT that reduces the memory usage of activa-
tions and accordingly the overall on-device GPU
memory usage of transformer-based models through
an iterative freezing of layers during fine-tuning.
SLIMFIT adopts an inter-layer scheduling method
to orchestrate the freezing schedule at each itera-
tion. To balance the number of activations across
all layers and to reduce the memory usage of static
activations, SLIMFIT uses quantization and pruning
for a few specific layers. We evaluated the perfor-
mance of SLIMFIT across different NLP and CV
tasks. We showed that SLIMFIT significantly re-
duces the on-device GPU memory usage of the fine-
tuning process by up to 3.1× when using a batch
size of 128.
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12 Limitations

This paper is an attempt to reduce the total on-device
GPU memory usage of the whole fine-tuning pro-
cess of transformers such as BERT and ViT. Despite
the significant reduction in the total on-device GPU
memory within the acceptable range of performance
cost, our method has the following limitations:

• Introducing a new hyper-parameter: To con-
trol the performance of SLIMFIT, we intro-
duced a new hyper-parameter called freezing
rate. The choice of freezing rate varies for dif-
ferent downstream tasks and directly impacts
the total on-device GPU memory usage and ac-
curacy. Therefore, the freezing rate needs to
be adjusted by the user similar to other hyper-
parameters in transformers.

• Integration with deep learning optimization li-
braries developed for large language models
(LLMs): Due to the large size of LLMs, train-
ing such models using sharding methods such
as DeepSpeed library (Rajbhandari et al., 2020)
is a common approach. However, the integra-
tion of SLIMFIT with such deep learning op-
timization libraries is non-trivial, preventing
us from exploiting the potentials of our tools
in reducing the on-device GPU memory usage
of LLMs. In the future, we will develop the
software required for the aforementioned inte-
gration to reduce the memory requirement of
sharded LLMs across multiple GPUs.

13 Ethics Statement

This research was conducted in accordance to the
academic and professional ethics guidelines. All
the datasets used in this paper are publicly available
and we ensured to acknowledge their data source
using a citation. Moreover, all the results reported
in this work are reproducible using the source code
provided in the supplementary material. The tool
developed in this work is for research purposes only
and may not be suitable for production services with-
out further scrutiny.
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Appendix

A Memory Management

The on-device memory of modern GPUs is limited
to a few tens of gigabytes depending on their model
(e.g., 32GB NVIDIA V100). If the memory require-
ment of the training/fine-tuning of neural networks
goes beyond the available memory on GPUs, an out-
of-memory error will occur. The memory require-
ment of the under-run code on GPUs can be viewed
by “nvidia-smi”. For a training/fine-tuning process,
this memory requirement is determined by the size
of the model, cached activations, gradients, gradient
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moments from the optimizer and CUDA contents af-
ter the first training iterations. It is worth mentioning
that the memory usage of the training/fine-tuning
process remains constant after the first iteration if the
following iterations are performing the same com-
putations (see Fig. 7). If the memory requirement of
each iteration is different from others, PyTorch re-
ports the memory requirement of the iteration using
the maximum memory among other iterations as the
total on-device GPU memory usage of the program
in “nvidia-smi” (Paszke et al., 2017). Therefore, the
unused memory of tensors in progressive memory
optimization over training iterations will still show
as used in “nvidia-smi”. To reduce the overall mem-
ory usage of the training/fine-tuning process given
the above explanations, we need to balance the mem-
ory usage of all iterations from the first iterations to
the last one (see Fig. 7). SLIMFIT aims at reducing
the overall memory usage of large transformer-based
models during fine-tuning.

B Comparison with Existing Freezing
Approaches

Here, we describe the main differences between
SLIMFIT and other freezing approaches including
SmartFRZ (Li et al., 2023), PipeTransformer (He
et al., 2021) and AutoFreeze (Liu et al., 2021). The
main difference is that the aforementioned works
mainly focus on exploiting freezing to accelerate the
training/fine-tuning process. Conceptually, Smart-
FRZ, PipeTransformer and AutoFreeze progres-
sively freeze layers as the training process proceeds.
In these methods, the first training iteration starts
without freezing where all layers are updated. In
the following iterations, these methods then progres-
sively start freezing from the early layers down to the
latest layers in the model in an orderly fashion. For
instance, AutoFreeze performs the first epoch with-
out freezing, the second epoch while freezing the
first 5 layers, the third epoch while freezing the first
8 layers and the fourth epoch while freezing the first
11 layers when fine-tuning BERT. In this example,
the memory and computation requirement of each
epoch is different from others as each epoch presents
a different degree of freezing. This allows to exploit
the unused computing and memory resources to fur-
ther accelerate the process by increasing batch sizes
as the memory decreases throughout the training it-
erations (Liu et al., 2021) or increasing data-parallel
width through pipelining (He et al., 2021). Since
the first training iteration (or even epoch) of these
methods performs the training process without freez-

Table 5: The details of layers in MHA and FFN modules
of BERT where B, T , H denote the batch size, sequence
length, hidden size, respectively. ViT has the same struc-
ture with different descriptions.

Module Type of Layer Description # Activations

MHA

Dense attention.query B∗T ∗H
Dense attention.key B∗T ∗H
Dense attention.value B∗T ∗H

MatMul NA B∗T ∗H(2×)
Softmax NA B∗T ∗T
MatMul NA B∗T ∗H & B∗T ∗T
Dense attention.output B∗T ∗H

LayerNorm attention.output B∗T ∗H

FFN

Dense intermediate B∗T ∗H
GELU NA B∗T ∗4∗H
Dense output B∗T ∗4∗H

LayerNorm output B∗T ∗H

ing, their overall memory requirement reported by
“nvidia-smi” is similar to that of training without
freezing as discussed in Appendix A. In other words,
the under-use GPU must still be able to meet the
memory requirement of training without freezing.
For instance, fine-tuning of ViT with a batch size
of 128 on a single 32GB NVIDIA V100 using such
methods results in an out-of-memory error.

SLIMFIT, on the other hand, focuses on reducing
the overall memory requirement of the fine-tuning
process using freezing. As opposed to the aforemen-
tioned methods (i.e., SmartFRZ, PipeTransformer
and AutoFreeze), SLIMFIT freezes layers at every
single training iterations from the first iteration to
the last one with a fixed freezing rate. With load-
balancing using quantization, SLIMFIT ensures that
the memory requirement of every single iteration re-
mains roughly the same throughout the fine-tuning
process. This enables SLIMFIT performing memory-
intensive fine-tuning processes with large batch sizes
on a single 32GB GPU such as ViT on ImageNet
with a batch size of 128 while this normally requires
three 32GB GPUs.

C Architecture of Transformer-based
Models

Fig. 8 shows the overall architecture of transformer-
based models including an initial embedding layer,
followed by repeated blocks of multi-head attention
(MHA) and feed-forward network (FFN). The de-
tails of each layer inside the MHA and FFN modules
are provided in Table 5.
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Figure 7: The total on-device GPU memory and memory of activations during different training iterations when
fine-tuning ViT on ImageNet with a batch size of 128 with the freezing rate of 95% compared to the baseline. SLIMFIT
balances the memory usage of activations using freezing to reduce the total on-device memory usage of the fine-tuning
process. While the memory usage of activations changes at each iteration when using SLIMFIT, the changes are
relatively small thanks to the load-balancing technique described in Section 4.

Embedding

Multi-head attention

Add & Layernorm

Feed-forward network

Add & Layernorm

MHA

FFN

×L

Figure 8: The main architecture of BERT. Note that ViT
has a similar architecture with LayerNorms located be-
fore the MHA block. L denotes the number of attention
layers.

D Theoretical Analysis

D.1 Convergence Analysis

In this section, we provide a convergence analysis
for our freezing strategy. More precisely, we prove
convergence of stochastic gradient descent (SGD)
when considering freezing during update iterations.
Given the loss function f , we assume that the param-
eters are initialized with some value and denoted as
the vector w0 ∈ Rd . Given the training example, the
parameters are updated by

wt+1 = wt − γt∇ f (wt), (8)

where wt denotes the parameter vector at time t, γt

is the learning rate, and ∇ f represents the gradient
of the loss function. We assume that the magnitude
of the gradient samples are bounded by a constant
G > 0 for all x in the space such that

||∇ f (x)|| ≤ G. (9)

Also, we assume that there exists a constant L > 0
for any vector u ∈ Rd where we have

|uT ∇2 f (x)u| ≤ L||u||2. (10)

Given Eq. (9) and Eq. (10), performing Taylor
expansion on Eq. (8) similar to (Shalev-Shwartz and
Ben-David, 2014) results in

E[ f (wt+1)]≤ E[ f (wt)]− γtE[||∇ f (wt)||2]+
γ2

t G2L
2

, (11)

where E denotes the expected value.
Now, let us assume that the layer containing the

parameter vector is frozen at the training iteration t.
In this case, ∇ f (wt) is equal to 0 and consequently
wt+1 is equal to wt . In this freezing scenario, Eq.

(11) still holds true since
γ2

t G2L
2

is greater than 0.
By rearranging the terms in Eq. (11), summing

over T iterations and telescoping the sum, we obtain

T−1

∑
t=0

γtE[||∇ f (wt )||2]≤
T−1

∑
t=0

(E[ f (wt )]−E[ f (wt+1)])+
T−1

∑
t=0

γ2
t G2L

2
, (12)

= f (w0)− f (wT )+
G2L

2

T−1

∑
t=0

γ2
t , (13)

≤ f (w0)− f (w∗)+
G2L

2

T−1

∑
t=0

γ2
t , (14)
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where w∗ indicates an optimal solution. Given the
above inequality, we showed that the convergence
proof of SGD remains intact while introducing freez-
ing for specific training iterations.

D.2 Backpropagation With a Frozen Layer

Here, we provide a simple example demonstrating
how gradients are backpropagated to the first layer of
a neural network while its middle layer is frozen. To
this end, let us perform the backpropagation using
a 3-layer network as an example. Mathematically,
the architecture of this network can be described as
follows:

y1 = xW1 +b1, (15)

y2 = y1W2 +b2, (16)

y3 = y2W3 +b3, (17)

where W1, W2, W3, b1, b2 and b3 are the weights
and biases of the network. In this example, x, y1 and
y2 are inputs to the first layer, the second layer and
the third layer, respectively. Now, let us derive the
backpropagation equations with the loss L using
the chain rule as follows (please note that we obtain
∂L

∂y3
by computing the loss where ∂ denotes the

partial derivative):

∂L

∂W3
=

∂L

∂y3

∂y3
∂W3

=
∂L

∂y3
y2, (18)

∂L

∂b3
=

∂L

∂y3

∂y3
∂b3

=
∂L

∂y3
1 =

∂L

∂y3
, (19)

∂L

∂W2
=

∂L

∂y3

∂y3
∂y2

∂y2
∂W2

=
∂L

∂y3
WT

3 y1, (20)

∂L

∂b2
=

∂L

∂y3

∂y3
∂y2

∂y2
∂b2

=
∂L

∂y3
WT

3 1 =
∂L

∂y3
WT

3 , (21)

∂L

∂W1
=

∂L

∂y3

∂y3
∂y2

∂y2
∂y1

∂y1
∂W1

=
∂L

∂y3
WT

3 WT
2 x, (22)

∂L

∂b1
=

∂L

∂y3

∂y3
∂y2

∂y2
∂y1

∂y1
∂b1

=
∂L

∂y3
WT

3 WT
2 1 =

∂L

∂y3
WT

3 WT
2 .

(23)

Given the above equations, to update the network
weights (i.e., W1, W2, and W3), we need to store
x, y1 and y2 during the forward computations since
they are required in Eq. (18), Eq. (20) and Eq. (22)
during the back computations.

Now, suppose the middle layer is frozen. In this
case, there is no need to compute Eq. (20) and there-
fore there is no need to store y1 during the forward
computations. Of course, discarding y1 does not
affect the backward computations of the first layer
since Eq. (22) and Eq. (23) are independent of y1.

E Conversion Between 8-bit Integer and
32-bit Floating-point

Algorithm 2 shows the conversion process between
8-bit fixed-point and 32-bit floating-point formats.
It is worth mentioning that the same procedure can
be used for the conversion between 4-bit fixed-point
and 32-bit floating-point formats. Moreover, the
quantization function is used to compress the cached
tensors during the forward propagation only. Of
course, both the forward and backward computa-
tions are still performed using 32-bit floating-point
computations as shown in Algorithm 4 where the
“compress” function in this case is the quantization
function (i.e., the conversion from 32-bit floating-
point to 8-bit integer) and the “decompress” function
performs the reverse computations (i.e., the conver-
sion from 8-bit integer to 32-bit floating-point).

Algorithm 2 The conversion between 8-bit integer
and 32-bit floating-point.

Description: number of integer bits as ib, number
of fractional bits as f b, input x, output y

32 bits to 8 bits conversion:

y = clamp(round(x∗2 f b),−2 f b+ib−1, 2 f b+ib−1−1)

8 bits to 32 bits conversion:

x =
y

2 f b

F Pruning Algorithm

The pruning algorithm is performed in a few steps.
In the first step, the input vector is sorted from largest
to smallest values along with their indices and the
size of the dense vector. We then only keep and
cache the top 10% largest values of the input vector
for the backward computations as the second step.
It is worth mentioning that pruning beyond 90% re-
sults in a significant accuracy degradation. During
backpropagation, we create a zero-valued tensor us-
ing the size of the dense vector and then replace zero
values with the top 10% largest values using their
corresponding indices. Algorithm 3 shows the prun-
ing process during the forward computations and the
restoring process during the backward computations.
It is worth mentioning that the pruning function is
used to compress the cached tensors during the for-
ward propagation only. Of course, both the forward
and backward computations are still performed us-
ing 32-bit floating-point computations as shown in
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Algorithm 3 The description of the pruning process during the forward computations and the restoring
process during the backward computations.

Description: x: input vector, xs: sorted input vector, xidx: indices of the sorted input vector, ys: top 10%
largest values, yidx: indices of top 10% largest values, y: output vector, sort: sorting function, zeros:
function to create zero-valued tensor, and scatter: function to replace zero values with the tensor values
from ys according to the indices.

Pruning process:

xs,xidx = sort(x)
ys,yidx = xs[0 : int(x.numel()∗0.1)],xidx[0 : int(x.numel()∗0.1)]

Restoring process:

y = zeros(x.numel())
y = scatter(y,ys,yidx)

Algorithm 4 where the “compress” function in this
case is the pruning function and the “decompress”
function performs the restoring computations.

G Details of CV/NLP Tasks,
Measurements and Hyper-parameter
Settings

For language understanding tasks and CV tasks,
we used BERT-base-cased and ViT-base through-
out this paper, respectively. The BERT-base and
ViT-base pre-trained on ImageNet-21k were config-
ured according to (Devlin et al., 2018) and (Doso-
vitskiy et al., 2021), respectively. We used AdamW
(β1 = 0.9, β2 = 0.999 and L2 weight decay of 0.01)
as the optimizer and linear decay of the learning rate
with warmup ranging from 0 to 0.1 for both models.
We evaluate BERT-base on several downstream tasks
from the GLUE benchmark and SQuAD 2.0. We
use Spearman correlation for STS-B, Matthews cor-
relation for CoLA, accuracy for RTE, MRPC, SST-2
QQP, QNLI and MNLIm (matched), and F1 score
for SQuAD 2.0. For the downstream tasks from the
GLUE benchmark, we used the sequence length of
128 whereas we adopted the sequence length of 384
for the question answering task on SQuAD 2.0. For
CIFAR-10, CIFAR-100 and ImageNet, we use top-1
accuracy as our evaluation metric. For the image
classification tasks, we used the patch size of 16 with
the resolution of 224 for CIFAR-10/CIFAR-100 and
the resolution of 384 for ImageNet. Depending on
the task, the learning rate varies from 4e-5 to 1.8e-
4. For all the experiments in this paper, we used 3
epochs for fine-tuning. The hyper-parameter settings
of each task are summarized in Table 6. It is worth
mentioning that ViT models can also be fine-tuned
using SGD. However, fine-tuning ViT models using

SGD requires more epochs w.r.t. AdamW to obtain
a similar accuracy.

In this paper, we measured our experimental re-
sults directly from 32GB NVIDIA V100 GPU(s)
without any memory swapping between CPU and
GPU(s). The total on-device GPU memory usage of
the fine-tuning process is measured using “nvidia-
smi”. We measured the wall-clock time (i.e., la-
tency) of the fine-tuning process using the CUDA’s
event API in PyTorch (i.e., “torch.cuda.Event”). The
memory footprint of activations on the GPU(s) was
measured using the PyTorch’s memory management
API (i.e., “torch.cuda.memory_allocated”).

H Experimental Results on BERT-large
and GPT-2

Here, we provide the results of the fine-tuning exper-
iments with BERT-large on the GLUE benchmark
(see Table 7) and GPT-2 for language modeling on
WikiText-2 (see Table 8) to demonstrate the benefits
of SLIMFIT when applied to different NLP models
and tasks. We report the best, average and standard
deviation of the results over 10 random runs for our
experiments in this section. We used the batch size
of 8, the block size of 1024 and the learning rate
of 2e-4 for GPT-2 fine-tuning. For BERT-large, we
used the batch size of 32 and the learning rate of 5e-
5. We fine-tuned both of these models for 3 epochs.
For these experiments, SLIMFIT can provide up to
2.1× reduction in the total on-device GPU memory
usage without any noticeable performance degrada-
tion.

I Impact of Quantization and Pruning

In this work, we used quantization and pruning for
a few specific layers to balance the number of acti-
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Table 6: The hyper-parameter settings of each NLP/CV task.

Dataset Model Optimizer Learning Rate Warmup Evaluation Metric
MNLIm bert-base-cased AdamW 4e-5 0 percentage accuracy

QQP bert-base-cased AdamW 5e-5 0 percentage accuracy
QNLI bert-base-cased AdamW 5e-5 0 percentage accuracy
SST-2 bert-base-cased AdamW 8e-5 0 percentage accuracy
CoLA bert-base-cased AdamW 8e-5 0.1 Matthew’s correlation
STS-B bert-base-cased AdamW 8e-5 0 Spearman correlation
MRPC bert-base-cased AdamW 1.25e-4 0 percentage accuracy
RTE bert-base-cased AdamW 1.2e-4 0 percentage accuracy

SQuAD 2.0 bert-base-uncased AdamW 1.8e-4 0.1 F1 score
CIFAR-10 vit-base-patch16-224-in21k AdamW 7.5e-5 0 percentage accuracy
CIFAR-100 vit-base-patch16-224-in21k AdamW 5.5e-5 0 percentage accuracy
ImageNet vit-base-patch16-384 AdamW 5e-5 0 percentage accuracy

Table 7: The experimental results of SLIMFIT on the GLUE benchmark using BERT-large over 10 random runs.

BERT
Method Metric MNLIm QQP QNLI SST-2 CoLA STS-B MRPC RTE

Basline
Accuracy 85.9 91.2 92.2 93.8 61.5 89.6 86.9 71.6

Total On-chip GPU Memory (GB) 15.0 15.0 15.0 15.0 15.0 15.0 15.0 15.0

SLIMFIT

Best Accuracy 86.0 91.3 92.2 94 63.2 89.9 87.7 73.3
Average Accuracy 85.8 91.1 92.1 93.6 61.3 89.5 86.6 71.5

Standard Deviation of Accuracy 0.115 0.158 0.097 0.282 0.955 0.363 0.775 1.344
Freezing Rate (%) 80 80 90 90 90 85 80 80

Total On-chip GPU Memory (GB) 8.2 8.2 7.7 7.7 7.7 8.0 8.2 8.2

Table 8: The experimental results of SLIMFIT for lan-
guage modeling on WikiText-2 using GPT-2 over 10
random runs.

Method Metric GPT-2 (WikiText-2)

baseline
Accuracy (Perplexity) 21.3

Total On-chip GPU Memory (GB) 29.9

SLIMFIT

Best Accuracy (Perplexity) 21.4
Average Accuracy (Perplexity) 21.3
Standard Deviation of Accuracy 0.127

Freezing Rate (%) 75
Total On-chip GPU Memory (GB) 14.5

vations across all layers and to reduce the memory
footprint of static activations. We used 8-bit quan-
tization for the activations of the imbalanced linear
layer and MatMul. We also quantized the activations
of GELU using 4 bits. The pruning of LayerNorm
was performed when this layer is kept frozen. It is
worth mentioning that both quantization and pruning
have no impact on the forward computations. They
are only used to compress activations for caching.
To show the impact of such compression methods,
we report the accuracy evaluation of BERT on CoLA
and MRPC datasets with and without quantization
or pruning in Table 9. The experimental results show
no notable performance loss due to the compression
techniques.

Table 9: The impact of quantization and pruning on the
accuracy evaluation.

Dataset Baseline
Quantization of Pruning of All

Linear MatMul GELU LayerNorm together
CoLA 58.9 58.9 60.6 60.0 59.7 59.7
MRPC 86.4 86.4 86.3 86.3 86.3 86.3

J Discussion on Wall-Clock Time

Compared to training without freezing, SLIMFIT

introduces extra computations and also skips weight
gradient computations for the frozen layers at the
same time. The main source of computational over-
head in SLIMFIT is quantization and pruning of
activations. The quantization overhead is due to the
conversion between different precision levels (i.e.,
between 8 bits and 32-bit floating-point format) as
discussed in Appendix E. Pruning also requires sort-
ing of values to keep their top 10% largest values,
which causes an additional computational overhead.
Computing the weight distance metric is another
source of computational overhead.

On the other hand, SLIMFIT skips the weight gra-
dients computations of frozen layers using PyTorch
“requires_grad” as shown in Algorithm 4. When an
activate layer is frozen, there is no need to compute
its weight gradients as discussed in Appendix D.2,
which reduces the wall-clock time. The amount of
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Algorithm 4 The description of skipping weight gradient computations when the layer is frozen. In this
example, we assume the activations of the frozen layer require compression (e.g., an imbalanced linear layer
or LayerNorm). Activations are denoted as “input” and are cached using either quantization or pruning
depending on the type of the layer as a compression method. The compression and decompression functions
are denoted as “compress” and “decompress”. Since weights are defined as “Parameter” in PyTorch, caching
weights does not introduce any extra memory.

class ILSFunction(torch.autograd.Function):
@staticmethod
def forward(ctx, input: torch.Tensor, weight: torch.nn.Parameter, requires_grad):

# Compute forward computations to obtain out
if requires_grad:

ctx.save_for_backward(compress(input), weight)
else:

ctx.save_for_backward(weight)
ctx.requires_grad = requires_grad
return out

@staticmethod
def backward(ctx, grad_output: torch.Tensor):

if ctx.requires_grad:
input, weight = decompress(ctx.saved_tensors[0]), ctx.saved_tensors[1]
# Compute backward computations to obtain grad_input and grad_weight

else:
weight = ctx.saved_tensors[1]
grad_weight = None
# Compute backward computations to obtain grad_input

return grad_input, grad_weight, None
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Figure 9: Wall-clock time of fine-tuning ViT on Ima-
geNet with a batch size of 32 across different freezing
rates.

speedup due to the skipped computations highly de-
pends on the hyper-parameters of the networks such
as freezing rate. Therefore, the wall-clock time of
each network varies from one to another depending
on the hyper-parameters. For instance, Fig. 9 shows
the wall-clock time of fine-tuning ViT on ImageNet
using a batch size of 32 across different freezing
rates. According to the experimental results, the
computational overhead of SLIMFIT is dominant for
small freezing rates. However, as the freezing rate
increases, the speedup of the skipped gradient com-
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Figure 10: The frequency of update occurrence for each
layer as a heatmap on (a) CoLA and (b) MRPC datasets.

putations overcomes the computational overhead of
SLIMFIT where SLIMFIT with the freezing rate of
95% results in a similar wall-clock time as of the
baseline. It is worth mentioning that the baseline is
the point at the freezing rate of 0 where no freezing
was used during the fine-tuning process.

K Frequency of Update Occurrence

To visualize the frequency of update occurrence for
each layer, we use a heatmap as shown in Fig. 10 for
both CoLA and MRPC datasets where larger counts
are associated with darker colorings. As shown in

6234



Algorithm 5 The description of layers associated to the indices in Fig. 10.
bert.embeddings.word_embeddings.weight
bert.embeddings.position_embeddings.weight
bert.embeddings.token_type_embeddings.weight
bert.embeddings.LayerNorm.weight
for i = 0 to 11: do

bert.encoder.layer[i].attention.self.query.weight
bert.encoder.layer[i].attention.self.key.weight
bert.encoder.layer[i].attention.self.value.weight
bert.encoder.layer[i].attention.output.dense.weight
bert.encoder.layer[i].attention.output.LayerNorm.weight
bert.encoder.layer[i].intermediate.dense.weight
bert.encoder.layer[i].output.dense.weight
bert.encoder.layer[i].output.LayerNorm.weight

end for
bert.pooler.dense.weight
classifier.weight

the heatmap, the dense layers inside the MHA mod-
ule receive more updates than other layers for both
datasets. Moreover, the update patterns of these
datasets are similar for small freezing rates whereas
they become more task-specific for high freezing
rates. In fact, the ILS algorithm prioritizes the up-
date of some specific layers over others for high
freezing rates.

The description of layers associated to the in-
dices in Fig. 10 is provided in Algorithm 5. It
is worth mentioning that the layers denoted by
“bert.encoder.layer[i].attention” belong to the MHA
module whereas the remaining layers inside the loop
belong to the FFN module.

L Comparison With Memory-Efficient
Techniques

In this section, we provide experimental results of
SLIMFIT applied to basic memor-efficient training
methods including gradient accumulation (GA), gra-
dient checkpointing (GC), and parameter-efficient
fine-tuning (PEFT). We fine-tune the GPT-2 model
on WikiText-2 for three epochs using the batch size
of 8 with the freezing rate of 75% for comparison
purposes.

GA is a technique which allows dividing the train-
ing data into smaller micro-batches and then accu-
mulating the gradients from each micro-batch before
applying them to update the model. We set the size
of the micro-batch for GA to one which yields the
lowest GPU memory usage. With this configuration,
the GA step size is equal to 8. While GA can signifi-
cantly reduce the memory usage of the fine-tuning

Table 10: The experimental results of GA equipped with
SLIMFIT when fine-tuning GPT-2 on WikiText-2.

Method Metric GPT-2 (WikiText-2)

SLIMFIT

Accuracy (Perplexity) 21.4
Total On-chip GPU Memory (GB) 14.5

Time per epoch (s) 241.7

GA
Accuracy (Perplexity) 21.4

Total On-chip GPU Memory (GB) 5.7
Time per epoch (s) 257.3

SLIMFIT + GA
Accuracy (Perplexity) 21.4

Total On-chip GPU Memory (GB) 3.2
Time per epoch (s) 261.5

Table 11: The experimental results of GC equipped with
SLIMFIT when fine-tuning GPT-2 on WikiText-2.

Method Metric GPT-2 (WikiText-2)

SLIMFIT

Accuracy (Perplexity) 21.4
Total On-chip GPU Memory (GB) 14.5

Time per epoch (s) 241.7

GC
Accuracy (Perplexity) 21.4

Total On-chip GPU Memory (GB) 10.2
Time per epoch (s) 307.4

SLIMFIT + GC
Accuracy (Perplexity) 21.4

Total On-chip GPU Memory (GB) 8.1
Time per epoch (s) 319

process at a slight increase in run-time performance,
its reduction is limited by the size of the micro-batch
being 1 as shown in Table 10. SLIMFIT equipped
with GA can further reduce the GPU memory usage
from 5.7GB down to 3.2GB.

GC can reduce activation memory by trading com-
putations for memory. In this method, only specific
activations are stored during the forward pass, while
the rest are recomputed in the backward pass. Of
course, the recomputation of activations comes at
the cost of an increase in the run-time performance
while significantly reducing the memory usage as
shown in the table below. SLIMFIT equipped with
GC can further reduce the memory usage of GC by
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Table 12: The experimental results of LoRA (with the
rank of 16) equipped with SLIMFIT when fine-tuning
GPT-2 on WikiText-2.

Method Metric GPT-2 (WikiText-2)

SLIMFIT

Accuracy (Perplexity) 21.4
Total On-chip GPU Memory (GB) 14.5

Time per epoch (s) 241.7

PEFT (LoRA)
Accuracy (Perplexity) 21.4

Total On-chip GPU Memory (GB) 29.5
Time per epoch (s) 215.3

SLIMFIT + PEFT (LoRA)
Accuracy (Perplexity) 21.4

Total On-chip GPU Memory (GB) 14.2
Time per epoch (s) 233.1

21% when fine-tuning GPT-2 on WikiText-2 (See
Table 11).

PEFT approaches rely on updating the prepended
trainable parameters to the input of the layers. In
other words, adapter modules containing a small
number of parameters are inserted to each layer of
the model and only the parameters of these mod-
ules are adjusted during the fine-tuning process. It
is worth mentioning that the number of activations
for such a method remains the same. The main
memory saving of PEFT approaches comes from
the memory saving in optimizer states and gradients.
AdamW, which is commonly used as the optimizer
for fine-tuning, stores two states of the trainable pa-
rameters of the model. Since PEFT approaches train
the model on the prepended parameters, the size of
optimizer states would be the same as the size of the
prepended parameters. As such, the memory saving
of PEFT methods is significant only when the GPU
memory usage is dominated by the size of the model
parameters, which is the case for LLMs. However,
for small-size models where the memory of activa-
tions is dominant, the memory reduction of PEFT
approaches is not significant. For instance, fine-
tuning the GPT-2 model on WikiText-2 results in a
non-significant reduction in the GPU memory us-
age as shown in Table 12. As such, PEFT equipped
with SLIMFIT does not also provide a significant re-
duction in memory compared to regular fine-tuning
using SLIMFIT as shown in Table 12.
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