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Abstract
Text-based false information permeates online discourses, yet evidence of people’s ability to discern truth from such deceptive textual content is scarce. We analyze a novel TV game show data where conversations in a high-stake environment between individuals with conflicting objectives result in lies. We investigate the manifestation of potentially verifiable language cues of deception in the presence of objective truth, a distinguishing feature absent in previous text-based deception datasets. We show that there exists a class of detectors (algorithms) that have similar truth detection performance compared to human subjects, even when the former accesses only the language cues while the latter engages in conversations with complete access to all potential sources of cues (language and audio-visual). Our model, built on a large language model, employs a bottleneck framework to learn discernible cues to determine truth, an act of reasoning in which human subjects often perform poorly, even with incentives. Our model detects novel but accurate language cues in many cases where humans failed to detect deception, opening up the possibility of humans collaborating with algorithms and ameliorating their ability to detect the truth.

1 Introduction
Deception is pervasive in conversational dialogues. Individuals motivated by self-interest often feel compelled to embellish the truth to promote their interests at the expense of others. Misleading communication, such as false testimony (Tetterton and Warren, 2005), fake news (Shu et al., 2017), identity fraud in dating sites (Lazarus et al., 2022), sock puppetry (Kumar et al., 2017), and propaganda campaigns (Allcott and Gentzkow, 2017), abundant daily, impacts political, social, and economic outcomes. This exchange of information leading to the decision of who and what to believe necessitates the tacit development of truth detection capability during conversations (Bond and DePaulo, 2006).

In what follows, we explore if textual cues may increase the likelihood of fraud detection even in the presence of more overt visual or aural indicators. Consider the CEO scam, when fraudsters act as company executives to trick a victim into sending unauthorized wire transfers or divulging private information through email. In addition, textual cues may be crucial for an impartial observer to identify duplicity in social media conversations when audio and visual cues are often manipulated with little to no chance of face-to-face conversations (Rapoza, 2021).

This paper examines linguistic cues in a conversational exchange between contestants and judges participating in the TV game show, To Tell The Truth. In the game, the three contestants, under pretenses, mislead the four judges who attempt to infer the real central contestant (CC) via back-and-forth questioning. First, the game show offers a high-stake situation where contestants have a financial incentive to lie and deceive, and the judges are under pressure to perform in front of a crowd to detect the deception. Second, this data provides factual information to aid in assessing the contestant—a vital and distinguishing aspect of deception detection from the text than other datasets.

The study of deception detection using computational methods has traditionally focused on detecting ‘what’ is the truth using multimodal cues (Soldner et al., 2019). The definition of truth is often convoluted and depends on context; hence computationally detecting ‘what is the truth’ is challenging unless defined otherwise (Peskov and Cheng, 2020). Works that focused on exploring language cues (Fornaciari and Poesio, 2013; Ott et al., 2013) mainly restricted their analysis to psycholinguistic and hand-engineered linguistic features, which may not extend to scenarios where such cues are missing. Even though psycholinguistic features indicate the interlocutor’s intention on a syntactic or token level, they may not demonstrate a deeper
semantic understanding of the text in the discourse context. Recent progress in language models’ ability to understand text prompted us to benchmark large language models’ (LLMs) performance for the first time in detecting deception.

Armed with two main questions: 1. Do enough language cues exist to discern truth from deceptive conversations without other multimodal cues; and 2. Can a class of algorithmic detectors identify these cues, compose them in a valid chain of reasoning, and identify the truth?—in this paper, we demonstrate a bottleneck framework that progressively scans a deceptive conversation, analyzes each snippet by verifying utterances against objective truth, semantically understanding complex indicators of deception such as ambiguous responses, half-truths, and overconfidence, can satisfactorily reason its prediction for detecting deception. We release a new conversational dataset, To Tell The Truth from Text (T4TEXT)\(^1\), unique to the previous datasets, that contains a verifiable objective truth, forming the basis of lie detection. Our model can detect deception in cases where all judges failed to detect lies correctly, indicating its ability to uncover new reasoning chains that might be insightful to humans to learn better predictors for deception. Our model sometimes fails, where judges could correctly identify deception, leaving room for researchers to advance the frontier of the model performance in deception detection.

2 Related Work

Deception detection. Deception is an act emerging since the beginning of time with the Serpent and Eve in the Garden of Eden: *And the serpent said unto the woman, Ye shall not surely die.* However, humans are often not very good at spotting these lies (Belot et al., 2012; Gneezy, 2005), and are no better than making random decisions (Ockenfels and Selten, 2000). This raises the question of whether there are valid indicators of deception. According to studies (Wang et al., 2010; DePaulo et al., 2003; Ekman, 1997; Zuckerman et al., 1981; Wang et al., 2010), employing non-verbal signals such as visual, facial, and aural cues might significantly help distinguish sincere and opportunistic communication. Recent studies mention participants are significantly more accurate at spotting lies from both audio and videos (82%) or only videos (66%), compared to text (57%) (Wittenberg et al., 2021; Groh et al., 2022). In this paper, we investigate if a computational model can instead detect deception in text using language cues.

Deception + NLP datasets. Automated deception detection techniques so far predominantly utilized visual cues such as facial or eye movements to detect deception and time to response ((Meservy et al., 2005; Gonzalez-Billandon et al., 2019), or linguistic cues from transcriptions from court hearings (Fornaciari and Poesio, 2013), deceptive hotel reviews (Ott et al., 2013), news articles from Buzzfeed datasets (Potthast et al., 2017), and fact-checked tweets (Van Der Zee et al., 2022). Datasets that require assigning specific individuals roles (liar/truth-teller) include a multimodal conversational dataset Box of Lies (Soldner et al., 2019), Golden Globes (Darai and Grätz, 2013) differ from Diplomacy gameplay (Peskov and Cheng, 2020), and Real or Spiel (Ho et al., 2016) where one can choose to lie. In contrast, our derived dataset from this game show is conversational, grounded in a real deceptive environment with the presence of objective truth to detect the deception not present in existing datasets. The only work, (Banerjee et al., 2023) that investigated, To Tell The Truth

\(^{1}\)Code & data: https://github.com/sanchaitahazra/T4Text
Models detecting deception. Computational models that focus on language cues mainly use psycholinguistic features (Gîrlea et al., 2016; Soldner et al., 2019), or syntactic parse of the texts (Soldner et al., 2019) to identify predictors for deception. Ho et al. (2016) utilized a power dynamics vocabulary to identify deception in long-term relationships. In our paper, we focus on more complex signals, such as ambiguity or half-truths, and benchmark the performance of LLMs for the first time in the context of deception detection from text.

3 To Tell The Truth

To examine conversational dynamics in deception detection, conversations among individuals laced with the intent to deceive given the prior unembellished truth is the key to our analysis. To Tell the Truth, season 1, is a game of deliberate misrepresentation and was aired on American TV weekly from 1956 to 1959. Every episode comprises multiple independent sessions, each lasting for about 8 minutes. A regular session comprises a host, four judges, and three contestants. One of the three contestants is the central contestant (CC), while the other two were imposters.

3.1 A game walk-through

A session begins with the host asking every contestant’s name (e.g., Jane Doe). The host publicly reads some factually true facts about the CC from a signed affidavit. The judges cross-question (for a fixed time) each contestant individually, by their respective numbers (Number one, two, or three). The CC must answer truthfully to a question. The imposters, on the contrary, lie to impersonate the CC and deceive the judges. Following the definition of deception: “Typically, when [someone] lies [they] say what [they] know to be false in an attempt to deceive the listener” (Siegler, 1966), our setup is a perfect case of deception. At the end of cross-questioning, judges disentangle the facts from the fiction and independently (and simultaneously) submit their votes for the real CC.

For each incorrect identification of the CC, the entire group of contestants was paid $250 with a plausible individual maximum of $333. Given the fundamental tenet of preferences, all contestants ideally desire increased collective financial gain. This translates to the intention of all, including the real CC, to deceive the judges successfully.

3.2 Data Collection

For this paper, we derive a slightly different game, To Tell The Truth from Text (T4TEXT). We transcribe 150 such games using the Whisper, a state-of-the-art transcription model with a word error rate of 8.81% compared to human transcription’s 7.61% (Radford et al., 2023).

During the early evaluation, we observed that all Whisper models (irrespective of size) often transcribed the proper names incorrectly. To address this, we manually review the automation-generated transcripts with the original video and corrected them for likely inconsistencies. Transcripts are cleaned for unnecessary noise or filler words in questions asked by judges (e.g., umm, uhh-hh) and any multi-lingual conversations beyond English. (“How do you pronounce your name in Russian?”, “Please answer in French. I want to hear your accent.”). We do not include irrelevant mockery and conversations in-between judges or with the host. Owing to noise and inconsistency in the rationale for judges’ votes, we have refrained from including them in our dataset.

Comment on data leak in LLMs. Our dataset does not exist in its textual form on the internet. Hence we do not necessarily run the risk of direct data contamination when applying LLM on them. However, for extra caution, we randomly swapped the contestant identities (e.g., changed number one to number three and vice-versa), which means it is not possible to “copy” the answer from the internet, if available, as the labels are now swapped too. Additionally, we replaced the participant names with placeholders (‘Participant_X’), where X is a random integer.

Comment on selecting older sessions. To Tell The Truth is a long-running TV show. We primarily consider the first season since not only has the show been intermittently revived from 2016-2022 on ABC, but the new episodes are also not as structured as the older ones. Few snippets of the full show that exist include more features of entertaining acts, unstructured questioning, and no
compensation for the contestants (imposters), leading to uncertainties regarding the participants’ true intent to deceive.

3.3 The T4TTEXT Dataset
Each data point in T4TTEXT entails three main components from an independent game session: the name of the real CC, the affidavit containing the objective truth about the CC, and the conversations (Q/As) between the judges and the contestants. Every data point, on average, has 12-15 Q/A pairs.

Our dataset is novel since it is based on conversations around the 1950s before social media and the internet existed. Unique interpersonal interactions exist in T4TTEXT, for instance, Edmund Hillary, the first person to summit Mount Everest in 1953, was one of the CCs in a session, but his appearance was unknown within the US entertainment industry, analogous to contemporary online crimes with unknown scammers.

Ambiguity/Randomness. According to Ekman (1997), liars cannot keep their claims consistent, leading to ambiguity that exposes their lies. Figure 1 shows an example where the contestant mentions Pennsylvania while Tennessee is being discussed; this may have been an oversight on the contestant’s part, or it may be a random interjection to stall a conversation; either way, it highlights the possibility that the contestant could be a liar.

Overconfidence. Overconfidence in the context of deception has been characterized in three ways: overestimating one’s actual performance, overplacing one’s performance in comparison to others, and excessive precision in one’s beliefs (Moore and Healy, 2008). This behavior is similar to the contestants’ intent to mislead the judges in Figure 1 where the contestant lied too confidently (Serra-Garcia and Gneezy, 2021) and hence made a small but important factual error for judges to understand that the individual is an imposter.

Half-truths. In deceitful conversations, half-truths are less sinful than outright lies and explicit distortions (Carson, 2010). Given the constraint of the real CC to answer truthfully, uttering half-truths becomes a prominent strategy to suppress facts vital for identification (DePaulo et al., 2003). Figure 1 illustrates a contestant who does not mention what paint they use even after repeated questioning.

Dataset statistics. T4TTEXT is comprised of 150 data points with a volume of 86,746 words. There are 1546 utterances, including both judges and contestants as speakers. 450 unique contestants appeared in 150 sessions (datapoints), but judges reappeared from a unique set of size 56.

4 Approach
We investigate the possibility of using an LLM to uncover informative cues from the language of deception. Here we define the task, our base models, and a bottleneck model capable of reasoning the language cues for successful deception detection.

4.1 Task
We define the truth detection task as follows: given the name, affidavit (A), and a conversation (C) as input x, predict the real contestant as y from an output label space of Number One, Number Two, Number Three. This is a discriminative task set up in the form of a 3-way classification problem. We use the terms deception detection and truth identification interchangeably in the rest of the paper.

4.2 Base Models
Our base model is an LLM. We initiate the base model with a task prompt that includes the brief
description and rules of T4TEXT such as all contestants are incentivized to lie with the constraint that real CC still has to stick to the truth. The input followed by the task prompt contains the name of the CC, the affidavit, and the conversation between the judges and the contestants. Please refer to the appendix for the complete prompt.

4.3 Bottleneck Models

Our base models process the input end-to-end to predict the real CC by performing necessary reasoning implicitly. However, implicit reasoning cannot be attributed to literature-backed linguistic cues, as discussed in Section 3.3. These cues can be explicitly extracted and used as features. However, to ensure models restrict reasoning with these features, we use bottleneck models (Koh et al., 2020).

Identifying real CC involves assessing Q/A pairs addressed to a contestant at a time, as a snippet \( S \) of the conversation and assessing the likelihood of the addressed contestant being the real CC. Our bottleneck models are employed through a set of bottleneck controls, which are the high-level predictors for deception detection (from Section 3.3).

A bottleneck model takes the form of \( f(g(S)) \); where \( g \) is a mapping function that maps the input snippet \( S \) to a bottleneck control, predictive for deception and \( f \) is the final discriminator that maps the intermediate bottleneck controls to the output label space. The success of the final prediction depends on the success of the intermediate functions generating bottleneck controls. We use LLMs for both \( f \) and \( g \). For each \( g \), we write a bottleneck prompt \( p_{\text{bottleneck}} \) for each control, which we discuss here (also see Figure 2). This simulates the systematic uncovering of these cues over the conversation, as the original judges would do.

**Bottleneck controls.**

- **Entailment:** As per game rules, each answer from the contestants should be verified in the light of the affidavit. We view this as an entailment task (Tafjord et al., 2022). Given a premise and a hypothesis, an entailment task would be to predict if the hypothesis entails, contradicts, or does not relate to the premise. We set the affidavit \( \mathcal{A} \) as the premise and a snippet \( S \) as the hypothesis and predict one of these: entail, contradiction, or neutral.

- **Ambiguity/Randomness:** Each snippet contains ambiguous or deliberately random responses from the contestants, indicative of deception (see Figure 1). We develop a bottleneck prompt that takes a snippet \( S \) as an input to predict control values: ambiguous or unambiguous, in the light of the contestant being deceptive.

  - **Overconfidence:** Similarly as above, the next bottleneck prompt ascertains if the responses reveal overconfidence in a contestant (e.g., Figure 1), indicating deception. The model predicts a verdict: overconfident or neutral.

  - **Half-truths:** Finally, we develop a bottleneck prompt to decode an utterance as a half-truth (example in Figure 1) to predict if the snippet contains half-truths and hence is indicative of deception or not.

While the bottleneck controls are predicted for each conversation snippet, they can be derived either independently or sequentially. It is analogous to the original setting, where the snippets appear one by one, with the possibility that an older snippet may influence future questions from the judges and future answers from the contestants. For independent bottleneck controls, the mapping function is realized as \( g(S_i) \) for the \( i \)-th snippet. For sequential bottleneck control, the mapping function takes the form \( g(S_1, \cdots, S_{i-1}, S_i) \).

**Discriminator.** The discriminator function \( f(\cdot) \) takes annotated part of the conversations with the derived bottleneck controls for every snippet, to predict the real CC.

**Hyperparameters.** We use OpenAI LLMs as the candidate base models and also for \( f \) and \( g \): text-davinci-003 (Brown et al., 2020), gpt3.5-turbo-16k, and gpt4 (OpenAI, 2023). For all GPT-3.5/4 experiments, we used temperature = 0, max_tokens = 1024, and top-p = 1 (for nucleus sampling). The system prompt, the user prompt (for base models), and the bottleneck prompt are provided in Figures 5 and 6. We experimented with temperatures of 0.2 and 0.7, and the difference in the results was not statistically significant. Similarly, top-p = 0.95 did not yield any statistically significant different results.

4.4 Baselines and Evaluation

One of the primary baselines for our system is to compare the model’s performance with human performance.
Base models. For zero-shot models, our primary baselines will be the base models with all LLM variants that do not break the decision-making process through bottlenecks. Kojima et al. (2022) show encouraging performance when a chain-of-thought (CoT) prompt is added to a zero-shot LLM: "Let’s think step by step,"—becomes our baseline.

Supervised Models. For completeness, we also consider three supervised baselines where we only train the discriminator \( f \) using XGBoost classifier, mirroring (Soldner et al., 2019). For the features required for the XGBoost classifier, we consider two options: psycholinguistic features from Soldner et al. (2019) and gpt-3 embeddings of derived bottleneck controls from our gpt-4-based bottleneck model. For the LIWC-supervised baseline, we generate LIWC features for responses given by each contestant and concatenate them for the complete feature vector for the classifier. Finally, we train a BERT model (Devlin et al., 2019). For a fair comparison, we evaluate supervised models by a leave-one-out scheme spanning the full T4TEXT dataset.

Bottleneck Models. For variations of our bottleneck approach, we create all possible combinations for \( f \) and \( g \) with our LLM variants. gpt-4 as both \( f(\cdot) \) and \( f(\cdot) \) is our model, and rest 8 are baselines. We ablate four bottleneck controls individually while keeping the rest the same to compare with our model. We also evaluate if independent or sequential bottleneck derivation affects model performance. Finally, Soldner et al. (2019) suggests LIWC features (Ott et al., 2013) are effective in predicting hidden intents in deceptive communication. We use such LIWC features as \( g(\cdot) \), an alternative to our bottleneck features, pairing them with a gpt-4 based discriminator. For all baselines, prompts are provided in the appendix.

Evaluation To evaluate model performance, we use accuracy and accuracy@2; the latter denotes if the correct prediction appears in the top two guesses. We use the session-level macro-average accuracy for human performance, as every session (one datapoint in T4TEXT) has predictions from 4 judges. We use a pairwise comparison in AMT and an absolute metric to evaluate the quality of the generated explanations from the models. For pairwise comparison, we measure \% of times explanations generated by our model are preferred by 3 human evaluators (in the majority) than explanations from a competing baseline. Following Majumder et al. (2021), we use the e-ViL score on explanation where the models predicted accurately. We ask the annotators if an explanation is satisfactory with four options: yes, partial-yes, partial-no, and no. This required us to take an intersection of samples when both comparing models generated correct predictions, an average of which was 31.

<table>
<thead>
<tr>
<th>Models</th>
<th>Acc (%)</th>
<th>Acc@2 (%)</th>
<th>% wins (%)</th>
<th>( \kappa )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human*</td>
<td>41.3</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Random</td>
<td>33.3</td>
<td>66.6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Base Models (best setups)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPT-3, 2-shot</td>
<td>29.3</td>
<td>56.0</td>
<td>100</td>
<td>0.85</td>
</tr>
<tr>
<td>GPT-3.5, 2-shot</td>
<td>33.3</td>
<td>70.0</td>
<td>97</td>
<td>0.81</td>
</tr>
<tr>
<td>GPT-4, 2-shot</td>
<td>34.7</td>
<td>72.0</td>
<td>90</td>
<td>0.74</td>
</tr>
<tr>
<td>CoT Models (best setups)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPT-3, 2-shot</td>
<td>27.3</td>
<td>55.3</td>
<td>100</td>
<td>0.91</td>
</tr>
<tr>
<td>GPT-3.5, 2-shot</td>
<td>30.0</td>
<td>65.3</td>
<td>100</td>
<td>0.91</td>
</tr>
<tr>
<td>GPT-4, 2-shot</td>
<td>32.0</td>
<td>64.7</td>
<td>97</td>
<td>0.84</td>
</tr>
<tr>
<td>Bottleneck Models (best combinations)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( f ): GPT-3, ( g ): GPT-4, 0-shot</td>
<td>29.3</td>
<td>57.3</td>
<td>93</td>
<td>0.84</td>
</tr>
<tr>
<td>( f ): GPT-3, ( g ): GPT-4, 2-shot</td>
<td>30.0</td>
<td>58.1</td>
<td>93</td>
<td>0.85</td>
</tr>
<tr>
<td>( f ): GPT-3.5, ( g ): GPT-4, 0-shot</td>
<td>35.3</td>
<td>71.3</td>
<td>77</td>
<td>0.70</td>
</tr>
<tr>
<td>( f ): GPT-3.5, ( g ): GPT-4, 2-shot</td>
<td>36.0</td>
<td>72.0</td>
<td>77</td>
<td>0.73</td>
</tr>
<tr>
<td>( f ): GPT-4, ( g ): LIWC</td>
<td>33.3</td>
<td>71.3</td>
<td>100</td>
<td>0.91</td>
</tr>
<tr>
<td>( f ): GPT-4, ( g ): GPT-4, 0-shot</td>
<td>39.3</td>
<td>77.3</td>
<td>73</td>
<td>0.68</td>
</tr>
<tr>
<td>( f ): GPT-4, ( g ): GPT-4, 2-shot</td>
<td>39.3</td>
<td>77.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Supervised Models (leave-one-out)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT</td>
<td>35.3</td>
<td>71.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>GPT-3-emb + XGBoost</td>
<td>35.3</td>
<td>68.0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LIWC + XGBoost</td>
<td>34.0</td>
<td>67.3</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 1: Accuracy (Acc) and Accuracy@2 (Acc@2) across models. \% wins indicate human pairwise evaluation for the explanations with Fleiss’ \( \kappa \) (Fleiss and Cohen, 1973) scores as agreement.

Can few/zero-shot models detect deception? Yes. Table 1 contains the results. The bottleneck model with GPT-4 as both \( g \) and \( f \) performs the best in accuracy and accuracy@2. GPT-4 as \( g \) consistently yields better performance than GPT-3.5 or GPT-3. Both GPT-3.5 and GPT-4 as \( f \) are capable of detecting deception better than random. Base models perform worse than bottleneck models irrespective of the choice of the LLM and yield accuracy the same as random. However, the CoT models further decrease accuracy across all LLMs, primarily attributing to the CoT models’ attempt to reason the potentially irrelevant or distracting information present in the conversation.

Why bottleneck models are better than base models? Table 2 shows the results of our ablation plan.
Are few-shot models better than zero-shot models? Depends. For smaller or earlier LLMs (GPT-3, GPT-3.5), few-shot examples help to improve their performance from zero-shot setup. However, for bottleneck models (and even in base/CoT models), GPT-4 achieves similar performance both in few-shot and zero-shot setups. Adding more demonstrations is often difficult due to LLM’s limited context length. Further summarization (Park et al., 2023) or selection of few-shot examples (Madaan et al., 2022) are possible, but we leave it as a future work.

Are supervised models better than few/zero-shot models? No. Despite training on almost the full dataset (leave-one-out), the state-of-the-art supervised models do not outperform our zero-shot bottleneck models, indicating the superior ability of the LLMs to derive better bottleneck controls and act as a better discriminator.

Can models explain their chain-of-reasoning to detect deception? Yes. Table 1 shows results for human evaluation. In the pairwise comparison, our best model (bottleneck, \(f\): GPT-4, \(g\): GPT-4) wins unanimously against all other competing baselines. Indeed, the quality of the explanations is distinctly worse for bottleneck models using GPT-3 or GPT-3.5 when compared to GPT-4, denoting GPT-4’s ability to better bottleneck controls, which form the basis of a good explanation. Similarly, base models cannot generate high-quality explanations mainly due to their unconstrained nature of generation. Figure 3b shows that our model has the highest e-ViL score, reflecting the trend from pairwise comparisons.

Do self-consistency improve reasoning performance? Not significantly. Wang et al. (2023) showed adding self-consistency prompt improves few-shot models reasoning performance. We implemented self-consistency in our best bottleneck model as well as in the CoT baseline. Self-consistency improved the performance of the CoT baseline. However, it marginally improved the performance of our bottleneck models (not statistically significant). This indicates that despite using sophisticated task-specific prompts and refinement techniques, the dataset still remains a challenging case for state-of-the-art techniques involving LLMs. Table 3 shows the results of the self-consistency study for the CoT baseline and our bottleneck model (all with GPT-4).

Are there any potential variations in performance across different language models? The choice of our language model (GPT-4) may significantly impact the results. A more comprehensive analysis of various models could strengthen the study. We extend our experiments by adding results from two more language models: Llama-2 (Touvron et al., 2023) and Bard. Llama-2 is an open-source language model. While Bard (now Gemini) has access to Google Search and YouTube, the measures taken to prevent data leaks make Bard a fair candidate for a competing baseline. Table 4 shows the performance of GPT-4 dominating over other language models.

Qualitative analysis of the model generated explanations. Figure 4 exhibits model-generated

---

### Table 2: Performance of the models under ablation.

<table>
<thead>
<tr>
<th>Models</th>
<th>Acc (%)</th>
<th>Acc@2 (%)</th>
<th>% wins (%)</th>
<th>(\kappa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human*</td>
<td>40.0</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Random</td>
<td>33.3</td>
<td>66.6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Bottleneck Zero-shot Model. (f): GPT-4, (g): GPT-4, sequential</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full model</td>
<td>39</td>
<td>77</td>
<td>97</td>
<td>0.91</td>
</tr>
<tr>
<td>w/o entailment</td>
<td>34 (-5)</td>
<td>71 (-6)</td>
<td>97</td>
<td>0.91</td>
</tr>
<tr>
<td>w/o ambiguity</td>
<td>35 (-4)</td>
<td>71 (-6)</td>
<td>90</td>
<td>0.91</td>
</tr>
<tr>
<td>w/o overconfidence</td>
<td>34 (-5)</td>
<td>71 (-6)</td>
<td>93</td>
<td>0.91</td>
</tr>
<tr>
<td>w/o half-truths</td>
<td>32 (-7)</td>
<td>68 (-9)</td>
<td>100</td>
<td>0.96</td>
</tr>
<tr>
<td>independent-full</td>
<td>36 (-3)</td>
<td>75 (-2)</td>
<td>93</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 3: Performance of the models with self-consistency. Numbers in parenthesis denote performance increase from the ‘CoT model.’

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc (%)</th>
<th>Acc@2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoT</td>
<td>32.0</td>
<td>64.7</td>
</tr>
<tr>
<td>CoT + Self-consistency</td>
<td>33.3 (+1.3)</td>
<td>68.0 (+3.3)</td>
</tr>
<tr>
<td>Ours</td>
<td>39.3 (+7.3)</td>
<td>77.3 (+12.6)</td>
</tr>
<tr>
<td>Ours + Self-consistency</td>
<td>40.0 (+8)</td>
<td>77.3 (+12.6)</td>
</tr>
</tbody>
</table>

---

[https://gemini.google.com/](https://gemini.google.com/)
### Bottleneck Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc (↑)</th>
<th>Acc@2 (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-4 (2-shot)</td>
<td>34.7</td>
<td>72.0</td>
</tr>
<tr>
<td>Llama-2 (2-shot)</td>
<td>32.0 (-2.7)</td>
<td>64.7 (-7.3)</td>
</tr>
<tr>
<td>Bard (2-shot)</td>
<td>32.7 (-2.1)</td>
<td>65.3 (-6.7)</td>
</tr>
</tbody>
</table>

Table 4: Performance across different language models.

Examples. In Figure 4a, the model correctly identifies the CC, whereas All of the judges fail. They mistook detailed information and deceptive appearances of the imposters (here, a swimmer’s tan, athletic body, etc.). The model identifies bizarre details and randomness, even in the incorrect information by the imposters, while trying to capture the essence of the half-truths (highlighted) given by the real CC. In similar other cases where the model outperforms all the judges, the model mentions humor, overconfidence, deliberate incompleteness in answers, and wordy descriptions as possible cues of deceptive contestants.

In Figure 4b, the model predicts CC correctly, and the success for the judges is divided into half. Here, the model accurately recognizes a mistakenly erroneous response provided by the real CC as well as an “overall consistent behavior,” denoting honesty. The judges who were not duped might have noticed CC’s constant behavior or the inconsistencies among the imposters, while the duped judges might have relied on CC’s inaccurate response to draw their conclusions. One of the judges who was not deceived in this case reappeared in the majority of the sessions, which indicates possible learning to support her claim (Banerjee et al., 2023).

**Can models detect deception better than humans?** Depends. Note that the human judges had access to all potential audio-visual and language cues in the original setting. Audio-visual cues are very important, when present, in deception detection primarily due to the ease and abundance of detecting them (DePaulo et al., 2003). Indeed, judges consistently use visual cues to explain their guesses, such as detecting the real swimmer/climber observing sun tan on the contestants or picking on the twinkle in the eyes for detecting a real joker. Considering this, our best model’s performance is almost comparable with human performance—in absolute terms, our model incorrectly predicted 3/150 more examples compared to human judges. This is slightly different than results obtained in (Soldner et al., 2019), where they show linguistic features are the weakest predictors. However, it might be due to the fact that their linguistic features (part of them are LIWC features) were not expressive enough, or our dataset contains more linguistic cues than theirs. This also signifies the uniqueness of T4TEXT with the existence of the objective truth (affidavit), the basis of deception detection, and cross-questions revealing important factual and language cues to detect the real CC.

**Do models detect deception for a complementary set than humans?** Yes. Among the 59/150 correct predictions by our best model, we analyze how human judges performed in those game sessions. Figure 3a shows the histogram of the discrete variable—the number of judges deceived per session, considering only 59 sessions said above. The plot is skewed towards a higher number of deceived judges per session, indicating that our model performed better on a set where humans detect deception poorly. This implies our model discovered novel reasoning pathways, purely based on language cues, for correct predictions, which human judges failed at, even with the presence of multimodal cues and incentives. We qualitatively examine the explanations generated by the model where all judges got deceived (10/59) and discovered that our model generated more informative and plausible reasoning chains than explanations by human judges mentioned during the original sessions (see Figure 4).
Can bottleneck features enhance human detection rate? Yes. We performed a correlation analysis between the presence of a bottleneck feature and human prediction jointly using a multivariate regression model on cases where having these features significantly helped the computational model to predict correctly. On the intersection where humans were wrong but the bottleneck model was correct, we find either no correlation ($\rho < 0.05$) for entailment and ambiguity or negative correlation ($\rho < 0.05$ for overconfidence and half-truths), indicating humans when poor at detecting such linguistic cues suffers significantly in detecting lies.

Are some sessions more difficult than others? To the model, yes; to humans, mostly no. Banerjee et al. (2023) confirm no selection bias among the contestants across the sessions in the original game, indicating similar difficulty for the judges across sessions. They also highlight weakly significant selection bias among the judges, indicating better performance via learning and possible further selection as a judge in the session might have influenced their performance. Qualitatively, we see models’ errors clustered around sessions where judges use non-language cues successfully; however, model predictions among themselves were highly correlated ($\rho = 0.7, p < 0.05$) for each underlying LLM variant. Figure 4c shows a case where the model fails to recognize the CC, but none of the judges were deceived. The model hallucinates in its reasoning to decide between Number One and Number Three as CC. It provides reasons for both to have incomplete, somewhat more detailed, a few factually accurate responses, and however forth—making the prediction at random. However, the real CC exists in the top two choices from the models, indicating judges picked up cues beyond language. Indeed, in this case, judges recognized the Southern accent of the CC and verified via the affidavit, a critical aural cue that was not available to our model.

6 Conclusion and Outlook

In this paper, we first showed the existence of a class of algorithmic detectors based on LLMs that can successfully identify language cues of deception without the presence of other visual or audio cues. We contribute a novel dataset T4Text for deception detection in the presence of objective truth and achieve a model performance comparable to human performance. We further find that our best model performs well in cases where humans perform poorly and discover novel language models that could augment human reasoning to detect deception, opening up the possibility of human-LLM collaborations to combat misinformation.

This paper advocates for human-AI collaboration, emphasizing the need for additional evidence on human dependence on algorithms in detecting textual deception. Using the methodology of incentivized decision-making from behavioral economics, our ongoing work seeks to observe and categorically elucidate human reliance on our AI model in different conditions (e.g., black box, glass box). Obtaining predictive features from our best model and those that drive human performance can provide us with a comprehensive understanding of why humans perform poorly in text-based deception detection tasks and whether AI tools can aid humans in such a crucial task that has lasting social, economic, and ecological impacts.
7 Limitations

We acknowledge that online misinformation can be very different in nature than lies in our dataset; however, we find examples of false information in Quora, Reddit where non-experts with propaganda use strategies like half-truths to misguide people. T4TEXT is a relatively small dataset; however, we showed that statistically significant analysis can be done with it. The human prediction data is derived from the original game show; hence the setup may not match exactly when we are evaluating text models. We are running additional human experiments to gather true human performance on T4TEXT.

8 Ethical Concerns

The dataset is in English. The original sessions occurred in the 1950s; hence we do not observe an equitable diversity in gender when it comes to the gender of the contestants. For all sessions, there were two female judges and two male judges. We occasionally observe judges asking questions that are biased toward gender or race; hence, any model that will be trained on this dataset may risk containing similar bias. In our paper, we do not train any generative model on this data, minimizing that risk. We acknowledge the potential misuse of such truth-detection systems, and we are following up with controlled experiments to understand if humans would over-rely on such systems.

Full declaration on dataset use. This work was done under IRB_00167477, which was approved for using freely available “To Tell The Truth” videos for transcription (we use open-source models) and evaluating humans’ and algorithms’ ability to detect deception from text. “To Tell The Truth” videos used in this paper were produced by CBS from 1956-59 and retrieved from YouTube. We consider using YouTube videos for research purposes to fall under the “fair use” clause, as stated: https://www.youtube.com/intl/en-GB/yt/about/copyright/fair-use/. We do not use any other data except videos, especially anything that is produced by YouTube. We are additionally inspired by Soldner et al. (2019), who use similar YouTube videos (of a different gameshow) for detecting deception from multimodal cues. We release the video transcripts, the only data used in our paper, under a Creative Commons license (CC BY 4.0 DEED).
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A Experiments and Results

Base Models For GPT-3.5 and GPT-4, we provide both the system and the user prompts. For GPT-3, there is only one prompt; hence the system and user prompts from above will be merged into one.

Bottleneck Models We have four bottleneck prompts for entailment, ambiguity, overconfidence, and half-truths.

Complete qualitative examples Figures 7 to 9 contain complete illustrations of the three qualitative examples discussed in the main paper.
System: You are an expert detective.
User: You are provided with a situation of deliberate misrepresentation. There are three contestants, Number One, Number Two, and Number Three, all claiming to be the same person. However, there is only one of them who is actually the person they are all claiming to be. There is an affidavit that includes truthful information about the claimed person. The affidavit is publicly available. However, the affidavit does not contain all the truth about the person, and it is possible that new information is obtained in the conversation that is actually true.

There is a judge who cross-questions all three contestants to uncover the truth. All the contestants will get monetary rewards if they can deceive the judge. However, the contestant, who is the real person, is sworn to speak truthfully. But they will most often utter half-truths to deceive the judges.

The name of the claimed person is given as Name:
The affidavit of the claimed person is given as Affidavit:
The conversation (in a question-answer form) between the judge and the contestants is given as Conversations:

If a question starts with addressing a particular contestant (e.g., Number One), then that question and all the following questions are addressed to that contestant unless a different contestant (e.g., Number Two) is explicitly addressed.

Based on the affidavit and the conversation, predict the contestant who is not an imposter. First, generate your rationale behind your prediction. Then, write ### followed by the single option from Number One, Number Two, Number Three as the answer.

<Input Name, Affidavit, Conversation>

Answer:

Figure 5: System and User Prompts for Base Models

We will analyze the conversation snippet by snippet in the order it happened originally. For every snippet:

**Entailment:** Cross-check the answer with the affidavit (you can verify the information from your factual knowledge). Use your judgment to generate a verdict that the answer(s) make the addressed contestant a likely imposter or likely the true person.

**Ambiguity:** A random or unrelated answer may indicate an imposter as they might be making up the facts. Based on this, generate a verdict that the answer(s) make the addressed contestant a likely imposter or likely the true person.

**Overconfidence:** An overconfident answer may indicate an imposter as they will go overboard to prove themselves as real. Based on this, generate a verdict that the answer(s) make the addressed contestant a likely imposter or likely the true person.

**Half-truths:** The real person is sworn to speak truthfully. Hence, in order to deceive, they may speak half-truths. Based on this, generate a verdict that the answer(s) make the addressed contestant a likely imposter or likely the true person.

Figure 6: Bottleneck Prompt
Correct Prediction: Number One  
Model Prediction: Correct  
Judges Predictions: All Wrong  

Model Explanation:
Based on the affidavit and the conversation, here’s my analysis:
Number One: This contestant gave short, incomplete but true answers. For example, when asked about the boat she took to England, she said she didn’t go by boat because she gets seasick. This is a half-truth as she didn’t specify how she actually got to England. When asked about what’s on her mind after 21 hours in the water, she said she didn’t remember anything. This is a generic answer that could be true. She also correctly named the two most important department stores in Toronto.
Number Two: This contestant gave long, detailed answers. For example, when asked about the grease used by channel swimmers, she specified axle grease. She also correctly answered the question about the governor general of Canada. However, she was unsure about the name of the famous hotel in Montreal, which could indicate that she is an imposter.
Number Three: This contestant gave a random answer when asked about the time it took Gertrude Ederle to swim the English Channel. She also gave a detailed answer about the food she eats when distance swimming, which could indicate that she is an imposter. However, she was truthful when she said she was afraid of her legs getting tired and of eels in the water.

Based on this analysis, I would rank the contestants in the following order of likelihood of not being an imposter: 1. Number One 2. Number Two 3. Number Three  

Figure 7: Qualitative example

Correct Prediction: Number One  
Model Prediction: Correct  
Judges Predictions: 2 Correct, 2 Wrong  

Model Explanation:
Based on the affidavit and the conversation, we can make the following observations:
1. Number One: This contestant gave generic and incomplete answers, which is a characteristic of the real person according to the hints. For example, when asked about poultry pathology, they gave a very basic answer. They also struggled with the question about the size limit for a toy poodle, which could indicate unfamiliarity with the American measurement system, consistent with the affidavit stating that Maria is Brazilian. However, they failed to answer the question about candling an egg, which is a basic veterinary practice.
2. Number Two: This contestant gave detailed and confident answers, which is a characteristic of an imposter according to the hints. They knew the correct number of toes on a poodle and the correct term for a French poodle. They also knew the correct degree for a doctor of veterinary medicine. However, they incorrectly stated that there is only one variety of poodle, which is incorrect as there are three varieties: Toy, Miniature, and Standard.
3. Number Three: This contestant gave some correct answers, such as the life expectancy of a chicken and the meaning of “saudades”. However, they also gave some incorrect and vague answers. For example, they failed to correctly name the three sizes of poodles and suggested that the cure for a common chicken disease is to break the chicken’s neck, which is incorrect and unprofessional.

Based on these observations, the ranking from most likely to least likely to be the real Maria Angela Magalaich Dolovera is as follows:
1. Number One: Despite their failure to answer one question, their overall performance was most consistent with the hints about the real person’s behavior.
2. Number Three: Although they gave some correct answers, their incorrect and vague answers suggest that they may be an imposter.
3. Number Two: Their detailed and confident answers, along with their incorrect statement about the varieties of poodles, strongly suggest that they are an imposter.

Figure 8: Qualitative example
Correct Prediction: Number Three
Model Prediction: Wrong
Judges Predictions: All Correct

Model Explanation:
Based on the affidavit and the conversation, here’s my analysis:
Number One: He seems to be truthful and not overly detailed in his responses. He doesn’t know what a double clutch is, which is a bit suspicious for a driving champion, but it’s possible he never encountered it. His answer about the gas station address is generic but could be true. He correctly identifies the octagon-shaped road sign as a stop sign, which is basic knowledge for a driver.
Number Two: He seems to be very detailed in his responses, which could indicate he’s an imposter. He doesn’t know what a double clutch is either, but he correctly identifies the diamond-shaped road sign as a hazard and explains the meaning of a broken line on the road. He also provides a specific address for his gas station, which could be a made-up detail.
Number Three: He gives a random answer about parking near a hydrant, which could indicate he’s making up facts. He correctly identifies the square-shaped road sign as providing information about the road. His answer about double clutching is detailed and could be true, but it’s also a bit overconfident. He provides a specific address for his gas station, which could be a made-up detail.
Based on these observations, I would rank the contestants in the following order of likelihood of not being an imposter: 1. Number One 2. Number Three 3. Number Two

Figure 9: Qualitative example