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Abstract

Authorship obfuscation techniques hold the
promise of helping people protect their pri-
vacy in online communications by automati-
cally rewriting text to hide the identity of the
original author. However, obfuscation has been
evaluated in narrow settings in the NLP liter-
ature and has primarily been addressed with
superficial edit operations that can lead to un-
natural outputs. In this work, we introduce
an automatic text privatization framework that
fine-tunes a large language model via reinforce-
ment learning to produce rewrites that balance
soundness, sense, and privacy. We evaluate it
extensively on a large-scale test set of English
Reddit posts by 68k authors composed of short-
medium length texts. We study how the per-
formance changes among evaluative conditions
including authorial profile length and author-
ship detection strategy. Our method maintains
high text quality according to both automated
metrics and human evaluation, and successfully
evades several automated authorship attacks.

1 Introduction

Maintaining privacy is crucial to allow every-
one’s participation in online communities. This
is a key motivation for platforms such as Reddit
that let users contribute pseudonymously. While
anonymity is sometimes viewed as a cause of abuse,
there is also clear evidence that de-anonymizing
online comunication can harm “queer people, sex
workers, activists, researchers, journalists, and per-
sons holding combinations of these identities” (Af-
saneh, 2021). However simply using a pseudonym
rather than one’s legal name does not guarantee
privacy, particularly for users from marginalized
communities who might still perceive risks due to
context collapse (Triggs et al., 2021), and rely on
“throwaway accounts” and other practices to nego-
tiate identity boundaries (Leavitt, 2015). Further-
more, even with anonymous accounts, text posts
encode stylistic markers that can reveal the iden-

Figure 1: Authorship obfuscation as tested by attribution
and verification attacks. A verification attack asks: Are
the Original and Obfuscated texts written by the same
author? An attribution attack asks: which author is the
Obfuscated text written by among a set of candidate
authors, represented by their author profiles?

tity of the author. Stylometry studies (Holmes,
1998) suggest that such clues can help identify
authors across multiple genres, domains, and dis-
course types (Goswami et al., 2009; Litvinova,
2020; Markov et al., 2021).

Automatic authorship obfuscation holds the
promise of helping people protect their privacy in
online communication by automatically rewriting
text to convey the original content while hiding the
identity of the original author. Since there is little, if
any, supervised training data for this task, existing
approaches primarily rely on rule-based systems
inspired by stylometry insights (Karadzhov et al.,
2017), repurposing machine translation systems for
paraphrasing (Keswani et al., 2016; Shetty et al.,
2017; Altakrori et al., 2022), or unsupervised style
transfer models trained with dedicated adversar-
ial objectives (Shetty et al., 2017; Bo et al., 2021).
Other methods search for privatization-relevant sur-
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face edits using genetic search algorithms (Mah-
mood et al., 2019) or heuristic search (Bevendorff
et al., 2019).

Inspired by the “Keep it Simple” approach to un-
supervised text simplification (Laban et al., 2021),
we introduce “Keep it Private”, an unsupervised
authorship obfuscation technique based on large
language models, which uses reinforcement learn-
ing to guide them to generate text that hides author
identity while producing sound outputs that pre-
serve the meaning of the original. The impressive
text generation abilities of language models sug-
gest that they might help rewrite text in a way that
is more natural and contextualized than stylometry-
based edits. Large language models also offer an
attractive general-purpose alternative to dedicated
sequence-to-sequence models that rely on custom
architectures, adversarial training, or parallel data
such as Emmery et al. (2018).

To achieve privacy, an obfuscation model should
be robust to any method that attempts to identify
the author. Yet, prior work test on proxy tasks or
against a single approach for authorship detection
(Shetty et al., 2017; Uchendu et al., 2023; Mah-
mood et al., 2019) in a small-scale authorship set-
ting, with many writing samples per author. To
simulate a setting for users participating in online
forums, we focus our domain on a large REDDIT
dataset of 68k authors with short-medium length
texts, and check to what degree authors remain pri-
vate under our evaluation framework. We introduce
a new evaluation framework for text obfuscation,
where we privatize against several authorship at-
tacks: automatic authorship verification and attri-
bution, as delineated in Figure 2. We introduce a
method to guide LLMs to rewrite text for privatiza-
tion via reinforcement learning, and show that our
approach fools attribution and verification models
the most, while maintaining soundness of outputs.
We make available our scripts on GitHub1.

2 Background

Our authorship obfuscation and evaluation strate-
gies are informed by prior work on authorship anal-
ysis, which has been driven by the PAN shared
tasks2 spanning profiling, attribution, style change
detection, diarization, and obfuscation. We first
review different ways of framing the adversarial

1https://github.com/csbao/kip-privatization
2https://pan.webis.de/shared-tasks.html

task of author identification, before reviewing ob-
fuscation methods themselves.

Authorship Identification Identification can be
framed either as verification – the task of deter-
mining whether two texts were written by the same
author – or as attribution – the task of identifying
the author of a text among a set of authors repre-
sented by their writing samples. For either task,
one key dimension of variation lies in the nature
of writing samples provided, ranging from a single
instance to an entire author profile which groups
many instances written by a single user (Stamatatos,
2009). In this work, we will evaluate our obfusca-
tion techniques against a range of these types of
adversaries.

The PAN 2022 shared task on Authorship Verifi-
cation (Stamatatos et al., 2022) demonstrated that
verification remains difficult in settings with var-
ied domains and text lengths: many submissions
were outperformed by a naïve baseline using cosine
similarity of character n-gram representations of
document pairs. We use this baseline as a verifica-
tion adversary VERIF_CNG.

Learning neural embeddings that represent au-
thorship has recently proven effective in large data
identification scenarios: In Learning Universal
Authorship Representations (LUAR), Rivera-Soto
et al. (2021) introduce embeddings trained con-
trastively to assign higher similarity to pairs of
profiles by the same author than to pairs by dif-
ferent authors. The similarity score can be used
for verification or for attribution. In attribution set-
tings, ranking a list of candidate authors by LUAR
similarity between profiles outperform stylometry-
inspired approaches. We will use both approaches
as identification adversaries in our evaluation.

Authorship Obfuscation The goal of obfusca-
tion is to modify a document such that the obfus-
cated document cannot be traced to its original
author. Many obfuscation techniques in the Author
Masking series at PAN3 show that models trained
for proxy rewriting tasks, such as round-trip trans-
lation (Keswani et al., 2016; Altakrori et al., 2022)
can work well for masking authorship style. Some
obfuscation models (Shetty et al., 2017; Mahmood
et al., 2019; Bo et al., 2021) work in tandem with
an adversary. Models designed explicitly to obfus-
cate stylometric features (Karadzhov et al., 2017;

3https://pan.webis.de/shared-tasks.html#
author-masking
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Kacmarcik and Gamon, 2006) have been shown to
fool identification models reliant on those features.

Recently, end-to-end neural approaches that
view obfuscation as a style transfer task have been
proposed. Bo et al. (2021) train a sequence-to-
sequence model to generate text by masking the
style from the input, without sacrificing aspects of
fluency through its combination of a reconstruc-
tion loss and embedding reward at training time.
Emmery et al. (2018) train a sequence-to-sequence
model on parallel data and an autoencoder on non-
parallel data consisting of different editions of the
English Bible, presumably written by different au-
thors. These models show promise, yet require
training from scratch using complex custom proce-
dures.

Our approach mainly targets the unsupervised
authorship obfuscation task in an open-world set-
ting with much larger number of authors with lim-
ited writing samples per author. We approach this
by fine-tuning general-purpose language models to
produce meaning-preserving rewrites with masked
authorial style. This work crucially trains for au-
thorship obfuscation guided by a neural-based ad-
versarial authorship embeddings (Rivera-Soto et al.,
2021), tested in a realistic online scenario.

Related Tasks We discuss several tasks related
to general obfuscation. Style imitation focuses on
mirroring a target author’s linguistic style. With
a similar evaluation setup, Patel et al. (2022) pro-
poses a method rewriting REDDIT posts by prompt-
ing large language models (GPT-3 and BLOOM)
to imitate the style of a target author (Rivera-Soto
et al., 2021). However, we address the more gen-
eral task of authorship obfuscation as opposed to
impersonating a specific author.

Attribute obfuscation often pertains to altering
text that is identifiable as a given attribute of the
author, including gender and age. Xu et al. (2019)
introduce an approach to text rewriting by using
reinforcement learning on top of round-trip MT
to encourage rewrites that hide demographic at-
tributes of the author. Meanwhile Mireshghallah
and Berg-Kirkpatrick (2021) propose a variational
autoencoder technique that pools distinct styles as-
sociated with sensitive attributes to automatically
rewrite text. Shetty et al. (2017) present an unsu-
pervised approach that adversarially trains a neu-
ral network to transfer text to protect sensitive at-
tributes. While effective, style rewrites guided by
a small number of coarse attributes are not well-

suited to obfuscating authorship in online commu-
nities, given the large number of users organized
within communities that are likely to share many
manipulated attributes.

3 Approach: The “Keep it Private”
Model for Authorship Obfuscation

Our approach to text privatization relies on large
language models to rewrite the input text, and uses
reinforcement learning to directly optimize met-
rics that encourage obfuscating the identity of the
original author, while preserving the meaning and
acceptability of the original text. As a result, train-
ing is unsupervised and only requires examples of
texts written by different authors, rather than super-
vised examples of obfuscation which are expensive
to obtain at scale.

Our “Keep it Private” model (KiP) privatizes
an input segment X = (x0, . . . , xM ) into an out-
put Y = (y0, . . . , yN ) using a language model
p(y|x; θ). Inspired by Laban et al. (2021)’s ap-
proach to unsupervised text simplification, we
adopt their variant of Self-Critical Sequence Train-
ing (k-SCST). Just like the popular REINFORCE
algorithm (Williams, 1992), Self-Critical Sequence
Training lets us optimize the gradient of the ex-
pected reward by sampling from the model dur-
ing training, and treating those samples as ground-
truth labels weighted by the reward. Unlike RE-
INFORCE, k-SCST relies on its own inference
outputs to normalize the rewards observed. We
optimize the following loss L:

L =
k∑

j=1

(RS −RSj )
N∑

i=0

log p(y
Sj

i |ySj

1 ...y
Sj

i−1, X)

(1)
For each input X , we generate a set S of k out-

put samples Y Sj = (y
Sj

0 , . . . , y
Sj

N ). The loss L
weighs the log-likelihood of each sample Y Sj by
the difference between RS , the mean reward over
the k samples and RSj , the reward of the current
sample. The mean reward thus serves as a base-
line to compare the individual sample reward, and
yields a better estimate of the reward distribution.
Minimizing the loss thus increases the likelihood
of sample Sj if it scores higher than the baseline
mean reward.

Self-Critical Sequence Training was initially pro-
posed for caption generation tasks (Rennie et al.,
2017), and has also been used for other text gener-
ation tasks, including question generation (Zhang
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and Bansal, 2019) and summarization (Wang et al.,
2018; Celikyilmaz et al., 2018). Laban et al.
(2021) showed the benefits of sampling k candi-
date rewrites instead of one for unsupervised text
simplification, a rewriting task that shares with ob-
fuscation the need to rewrite stylistic attributes of
the input text while preserving its meaning.

Within this framework, we consider a range of
language models P (Y |X; θ) as base generators
(subsection 3.1), and design a set of rewards for
authorship obfuscation (subsection 3.2).

3.1 Base Language Models

The loss (Equation 1) can be used to optimize
any language model P (Y |X) that generates the
output sequence Y autoregressively from left to
right. We consider two different language mod-
els: 1. GPT2-medium (345M parameters) (Radford
et al., 2019), a decoder-only model, 2. BART-large
(406M parameters) (Lewis et al., 2019), an en-
coder-decoder model. We selected GPT2 as our
decoder-only model to align with the (Laban et al.,
2021) setting, and we select the BART models to
investigate the impact of encoder-decoder models.

We consider two variants that encourage mean-
ing preservation by fine-tuning them for paraphras-
ing tasks, namely: 3. BART-para (406M param-
eters) and 4. DIPPER-large (770M parameters).
BART-para is obtained by fine-tuning BART on
meaning-preserving examples from 173.5k para-
phrases coming from three datasets: QQP (Iyer
et al., 2017) (149k pairs), PAWS (Zhang et al.,
2019) (21.8k pairs), and MSR (Dolan and Brockett,
2005) (2.7k pairs). BART-para was fine-tuned in a
supervised, sequence-to-sequence fashion by gener-
ating one side of the pairs conditioned on the other
over 4 training epochs. DIPPER is obtained by fine-
tuning the T5-large (Raffel et al., 2020) model
on 152k pairs of synthetically perturbed aligned
translations of non-English novels from the PAR3
dataset (Thai et al., 2022). The perturbations allow
the introduction of control codes at inference time
to control the edit type and the intensity of edits
made.

3.2 Rewards

We design rewards that encode the three main
desiderata of the text obfuscation task. A good
rewrite should privatize the text so that the identity
of the author cannot be correctly detected, while
being sound (i.e., well-formed) and preserving the

meaning of the input. We describe how these are
encoded in the reward below.

Privacy Among the many ways to quantify the
privacy of a given text with attribution and verifica-
tion tasks, we prioritize signals that are relatively
cheap to compute as training rewards. We rely on
the LUAR embeddings (Rivera-Soto et al., 2021)
to compute cosine similarity SC of output Y and
input X in the authorship embedding space, and
subtract it from 1 to get the distance metric:

LUARself = 1− CS(LX , LY ). (2)

Meaning Preservation We compute the cosine
similarity of SBERT embeddings (Reimers and
Gurevych, 2019) between the inputs and genera-
tions, as seen in Equation 3.

SBERTself = CS(SX , SY ) (3)

To further improve saliency of the generations, we
also retain the coverage model used in Laban et al.
(2020, 2021) which is an informed gap-filling task
on the original text, conditioned on the generation.

Soundness We use a grammatical acceptability
model to assess whether an output is as sound as
the input. Specifically, we use RoBeRTA-large fine-
tuned on the CoLA dataset annotated with boolean
grammatical acceptability labels (Warstadt et al.,
2019) to score both the input and output. The re-
ward captures the agreement between these two
soundness judgments:

CoLaself = CoLa(X) == CoLa(Y ) (4)

To further improve soundness of the generations,
we retain the fluency reward as described in Laban
et al. (2021). This reward works to maintain sound-
ness in the base generator by using the model’s
likelihood score and a discriminator model trained
adversarially.

Guardrails Guardrails ensure that we keep gen-
erations aligned with basic rules, such as brevity
and repetition. These are binary 0-1 values – if
triggered, they will effectively zero out the reward
score, ensuring that the model does not learn from
“de-generations”. We use the brevity guardrail from
Laban et al. (2021) to penalize generations that
fall outside of the 0.8–1.4 input-output length ratio
range.The repetition guardrail discourages repe-
titions by penalizing outputs that contain any re-
peated 3-grams.
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Overall Reward Function The final reward RS

is the weighted logarithmic sum of the scalar com-
ponents above, including the penalty guardrails:

RS = γ1 · log(LUARS)+γ2 · log(SBERTS)+

γ3 · log(FluencyS) + γ4 · log(CoLA)

+

g∑

i=1

log(1−GiS ) (5)

We use γ1 = 3, γ2 = 2, γ3 = 1, γ4 = 1, based
on a small grid search in early experiments.

4 Experimental Design

We describe our experimental design, including
datasets, metrics, and models.

4.1 Data
Training We base our training data on a corpus
of English Reddit comments (Baumgartner et al.,
2020). Our training split (REDDIT) is constrained
to comments written by 30k authors, for a total
of 7.12 million comments. Our data pipeline con-
catenates comments from one subreddit, written
by the same author, into a pseudo-document until
the pseudo-document reaches at least 250 words.
We treat this as the author profile. For KiP models,
we normalize by lowercasing, removing newline
characters, duplicate spaces, and duplicate punctua-
tion in order to encourage learning more substantial
edits during the KiP process.

Evaluation We conduct our primary evaluation
over the REDDIT dataset. Our data pipeline extracts
1600 “needle” comments from 100 authors (16
comments per author). In the attribution setting,
these comments are grouped and concatenated by
author to create an author profile, and then our ad-
versarial authorship attribution model LUAR uses
that needle profile to query for the most similar
candidate profiles in our “haystack” candidate set
of more than 1 million comments written from
a superset of 68k authors (16 comments per au-
thor, wherein overlapping authors have disjoint
comments from the “needles”). In the verifica-
tion setting, these comments are similarly grouped
into the author profile, and then each profile is
paired with a same-author profile constructed from
a random sample of candidate texts, taken from
the same author set. These pairs are provided to
VERIF_CNG, the strong character-based verification

baseline from the PAN 2022 verification task (Sta-
matatos et al., 2022), in order to discriminate if they
were written by the same author. VERIF_CNG was
trained on an even mixture of profile lengths (com-
ments=1,2,4,8,16) to be more robust to length size.
Similar to the setup in Rivera-Soto et al. (2021)
and Andrews and Bishop (2019), our evaluation
dataset is author-disjoint from our training data –
it contains comments by authors not present in the
training data.

4.2 Evaluation Metrics

We evaluate all outputs on the previously dis-
cussed aspects of privacy, meaning preservation,
and soundness.

Privacy We evaluate privacy against a range of
adversaries. We first report a LUAR distance,
similar to the first privacy reward for our KiP
model (Section 3.2), measuring distance between
the LUAR embeddings of original inputs and priva-
tized outputs. Second, we report the same retrieval
metrics as in Rivera-Soto et al. (2021) based on the
LUAR authorship attribution model: (1) recall-at-8
(R@8) which checks whether the correct author ap-
pears amongst the top 8 authors predicted by the
model, and (2) mean reciprocal rank (MRR), the av-
erage inverse rank of the ordered retrievals. We
compute MRR as: 1

n

∑n
i

1
RANKi

over n query au-
thor profiles. An MRR value of 1 indicates perfect
retrieval, with the correct author always ranked first.
An MRR of 0 indicates complete failure, with the
correct author never retrieved.

For our REDDIT sample, the haystack is large,
consisting of comments from 68k authors. The
LUAR attributor performs well at this scale (93%
R@8, 83% MRR) for the unmodified “needles”
collection, which leaves room for a range of impact
that various obfuscation models can have on the
retrieval metrics after privatization.

Along with the retrieval metrics, we include the
adversarial verification metric: c@1 score (Peñas
and Rodrigo, 2011) of VERIF_CNG to evaluate how
often the obfuscation flips a testbed of entirely
same-author profile pairs to the different-author
label, while calibrating for model uncertainty.

Meaning Preservation We compute self-
SBERT, which is the cosine similarity of SBERT
embeddings (Reimers and Gurevych, 2019) from
the input and the output in the test set to assess
whether the privatized text preserves the meaning
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of the original. This is similar to how the respective
reward is computed in section 3.2.

Soundness For soundness, we compute CoLA-
out – the grammatical acceptability on the outputs.
We also include LenRatio which computes the ra-
tio of output to input character length as a sound-
ness metric to spot-check that models are not pro-
ducing unexpectedly short or long rewrites.

4.3 Conditions

Baselines We consider a diverse set of baselines:

• the Copy baseline, which makes an exact copy
of the input.

• a naïve normalizer, which replaces newlines
with spaces, removes duplicate spaces, and re-
moves duplicate punctuation.

• round-trip MT (RTMT), an approach that para-
phrases the input by repurposing an off-the-shelf
m2m50 multilingual machine translation tool
(Liu et al., 2020) to translate from English into
German and back into English.

• LUAR-rescored RTMT, which samples 4 gen-
erations per input and selects the best generation
according to LUAR.

• the stylo model, an obfuscation model that
rewrites text to match pre-defined stylometric
properties (Karadzhov et al., 2017).

• prompting a BLOOM-7b (Workshop, 2023)
model to rewrite text into a neutral style. We
use the prompts in step 1 of the target author
imitation recipe from Patel et al. (2022).

We include other baselines to understand the
impact of KiP: BART-Para, as described in subsec-
tion 3.1, and DIPPER-large (Krishna et al., 2023),
which fine-tunes T5-large on the PAR3 dataset
(Thai et al., 2022), a collection of aligned literary
translations.

Keep It Private Models Our models are built
as described in section 3, resulting in four vari-
ants depending on the underlying base generator
used: KiP-GPT2, KiP-BART, KiP-BART-Para,
KiP-DIPPER. We used the same hyperparameters
across base generators. We used Lamb optimizer
(You et al., 2020) to optimize the model with learn-
ing rate 0.0001 on the loss function defined in Equa-
tion 1. We use a training batch size of 4 inputs,
sampling k=8 runs per input for 8-SCST. Every
training run is done on a single RTXA6000 GPU.

5 Results

Overview We present the main evaluation results
on the REDDIT evaluation dataset in Table 2. We set
the upper bound for our obfuscation methods by
highlighting the performance of the Copy baseline,
which represents the performance of adversarial
authorship tools on the text as-is. The high at-
tribution scores suggest that LUAR embeddings
provide sound adversaries in these settings, and
we compare that with our baselines and proposed
KiP models. Finally, we discuss our human evalua-
tion to further validate paraphrasing adherence of
some of our obfuscation methods, and investigate
how author profile length is a factor in the privacy
evaluation.

5.1 Baselines
Overall, our set of baselines show that the effective-
ness of existing obfuscation methods varies widely.
Many of the baselines preserve meaning well based
on the high SBERT scores, however this is sim-
ply a consequence of limited or formulaic edits.
The trivial edits of the Normalizer surprisingly de-
grade authorship attribution more than round-trip
MT, with only a slight improvement when select-
ing the best-performing sample according to LUAR.
The baseline that privatizes best is the Bloom-7b
model, however, this comes at a heavy meaning
cost. Qualitatively, this method also frequently pro-
duced repetitions, leading to outputs that are on
average 20 times longer than inputs. On the other
hand, the Stylo model also privatizes well, but it
creates unsound outputs that appear unnatural to
the human eye4, as we will see in the human evalu-
ation (subsection 5.3). We also see strong perfor-
mance from the paraphrasing baselines – DIPPER
specifically shows strong privacy performance with
higher meaning preservation depending on edit con-
trol code. The verification performance of all base-
lines except Bloom-7b, DIPPER 60L, 60O, and
BART-Para remain close to that of the Copy con-
trol.

5.2 KiP models
The KiP models generally improve the privacy met-
rics over the baselines by performing edits that
are more effective at fooling attribution and ver-
ification adversaries. As can be expected, this
makes it harder to preserve meaning or soundness,
although the SBERT scores remain high (70 or

4Sample model outputs can be found in Table 1
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Model Output

Copy
And technically, looks like 50% of <PERSON>’s comments are true and 25% are half true. You
could just as easily argue that 50% of her comments are false (25% false, 25% half true). That’s
a deceptive way of looking at it.

Normalizer
and technically, looks like 50% of <PERSON>’s comments are true and 25% are half true. you
could just as easily argue that 50% of her comments are false (25% false, 25% half true). that’s a
deceptive way of looking at it.

RT MT
And technically, 50% of the comments from <PERSON> seem to be true and 25% half true.
They could equally easily argue that 50% of their comments are wrong (25% wrong, 25% half
true). This is a seductive way of looking at it.

Stylo

And technically, looks like Fifty percent of < Person > ’s comments are true and Twenty Five
percent are half true, and you could just as easily argue that Fifty percent of her comments are
false ( Twenty Five percent false, Twenty Five percent half true), that is a deceptive way of
looking at it.

BLOOM-7B 50% of her comments are true AND 25% are half true. Rewrite: 50% of her comments are true
AND 25% are half true... (8 more repetitions).

DIPPER 60,60

logically, looks like half of the person’s comments are true and . You could just as easily argue
that half of her comments are false (25 false, half true). That’s a deceptive way of looking at it.

KiP-GPT2

And technically, looks like 50% of <PERSON>’s comments are true and 25% are half true. You
can do better than that and justify your stand by saying that 50% of her comments are quite true
and you shouldn’t bother with testing.problem is that while the majority of people who buy into
your argument favour the slightly lower range of 25% they are not practising anything wider
than that and will usually settle for half true.

KiP-BART
And technically, it looks like 50% of the comments of <PERSON> are true and 25% are half true.
that’s a deceptive way of looking it. you could just as easily argue that 50% of her comments are
false (25% false, 25% half true ).

KiP-BART-Para

And theoretically, it looks like 50% of the anonymous comments of someone are true and 25%
are false. That’s a deceptive way to look it. I could just the easily argue 50% of her comments
false ( 25 false, 25 true ).

KiP-DIPPER

- And theoretically -, it looks like haLF of the comments of someone Are true and 25% are false.
That’s a deceptive way to look at it. I could just as easily argue that half of her comments were
false.

Table 1: Sample outputs. Rephrasings are colored in orange, additions are colored in green, and reorderings are
colored in pink. More outputs for a subset of these models can be found in Table 5 in Appendix E.

above). KiP-GPT2 ranks well on privacy of attri-
bution and meaning preservation metrics, but fails
on soundness with outputs that are on average up
to 4.78 times longer than inputs. Manual inspec-
tion shows that, despite the guardrails, KiP-GPT2 is
prone to hallucinating long tangents that are fluent
(as observed by high CoLA scores) but only topi-
cally connected to the original text, as illustrated in
Table 1. This fools LUAR-based adversaries, but
not VERIF_CNG. Using the BART language model
as an underlying generator curbs this pathological
behavior. The KiP-BART model improves privati-
zation against both attribution and verification ad-
versaries compared to KiP-GPT2, with more sound
outputs.

Using a base generator fine-tuned for paraphras-
ing (KiP-BART-Para, KiP-DIPPER) results in
more extensive edits that achieve improved pri-
vatization performance without hurting meaning
preservation compared to the more conservative
KiP-BART and even the aggressive baseline DIPPER

model, however at a cost in acceptability. Overall,
this shows that the KiP paraphrasing models ad-
dress the actual task of text obfuscation compared
to baselines and improves on privatization, includ-
ing against adversaries that are independent from
the privatization rewards it was trained on.

Finally, privatization models as a whole tend to
be significantly more successful at fooling attribu-
tion than verification models, confirming the need
to measure progress against a diverse range of ad-
versaries. Though target use cases might differ, we
argue that an effective privatization method should
fool all or many detectors.

5.3 Analysis

We include additional evaluation assessing how au-
thor profile length impacts the privacy evaluation.
We also report a human evaluation to further vali-
date the meaning preserving qualities of a subset
of our systems.
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Privacy Meaning Soundness

Attribution Verification
R@8 ↓ MRR ↓ CNG c@1 ↓ LUAR ↑ SBERT ↑ COLA ↑ LenRatio

Baselines
Copy 93.0 83.0 71.0 0 100.0 100.0 100.0
Normalizer 30.0 21.0 71.5 14.5 99.0 90.1 99.7
Stylo 8.0 6.0 67.3 35.6 90.0 49.0 113.3
Round-trip MT 56.0 43.0 71.8 17.7 89.0 85.5 100.4
LUAR-scored RTMT 51.0 38.0 73.5 23.0 84.4 86.4 101.07
BLOOM-7b 3.0 2.0 56.8 46.9 44.3 94.2 2613.8
BART-Para 18.0 15.0 62.4 33.8 82.3 73.4 118.3
DIPPER 20L, 20O 16.0 12.0 73.2 38.6 84.5 78.3 112.3
DIPPER 60L, 60O 10.0 6.0 62.6 38.8 83.4 77.1 128.1

Keep It Private Models
KiP-GPT2 9.0 6.0 72.8 39.7 78.6 76.7 478.2
KiP-BART 11.0 9.0 55.9 35.4 73.5 66.7 146.3
KiP-BART-Para 4.0 4.0 46.6 42.6 77.1 61.5 89.7
KiP-DIPPER 2.0 2.0 42.3 45.2 70.1 63.3 93.4

Table 2: Obfuscation performance over the REDDIT evaluation dataset. Keep It Private Models generally improve
the privacy of generated text compared to baselines, but the improvement is more consistent against an attribution
than a verification adversary. Privacy improvements come at the cost of a small degradation in meaning preservation
and soundness.

Figure 2: Higher values on the Y-axis indicate bet-
ter performance of the adversarial model, and thus,
worse performance in the obfuscation. A subset of base-
lines (Stylo, RT MT, Copy) is compared against the
KiP-Bart-Para model over the first five powers-of-2
progressions for author profile size: 1 → 16 comments.

Human Evaluation Because our goal is to pre-
vent automatic authorship identification, we test
the privacy-preserving aspects of system outputs
according to an extensive automatic evaluation. To
complement the automatic meaning preservation
and soundness metrics described in subsection 4.2,
we focus on validating generation quality of our

proposed system in the human evaluation. We in-
clude 99 system outputs from the REDDIT evalua-
tion each from Stylo, RT MT, KiP-Bart-Para,
KiP-DIPPER, totalling 396 outputs. Instead of ask-
ing annotators to separately assess meaning preser-
vation and fluency, we adopt the three-point Lik-
ert scale as done by Hallinan et al. (2023); Iyyer
et al. (2018) for paraphrase validation: (0 = no
paraphrase, 1 = ungrammatical paraphrase, 2 =
grammatical paraphrase). We recruited 36 English-
fluent participants using Prolific, and compensated
them at rates complying with local wage standards.
Results suggest that KiP-DIPPER outputs are mean-
ingful and well-formed paraphrases of the original
texts according to humans (Figure 3), despite being
obfuscated with strong privacy-preserving edits.

Author Profile Length Figure 2 shows the per-
formance of our obfuscation model in the verifi-
cation and attribution scenarios over several # of
REDDIT comments in author profiles. In the verifi-
cation setting, we create a problem set containing
on one side, the concatenations of the selected num-
ber of the obfuscations of the “needles” set, and on
the other, unmodified versions of the “candidates”
set written by the same authors as in the “needles”
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Figure 3: Results from a crowdsourced paraphrase
pair evaluation. Systems are ordered from strongest
(left) to weakest (right) in automatic privacy perfor-
mance. Meanwhile, KiP-DIPPER produces more gram-
matical paraphrases than the other models, validating
KiP-DIPPER’s rewriting promise for achieving privacy
and meaning preservation jointly.

set. VERIF_CNG was trained on an even mixture of
lengths (comments={1,2,4,8,16}) in author profiles
to provide a lens into various author profile sizes
in the test set. In the attribution setting, we apply
the same control on length per author profile, using
the entire pool of unmodified “candidates” written
by 68k authors. We limit our analysis here to the
KiP-Bart-para model and three baselines.

Performance of the KiP-Bart-Para model wors-
ens slowly in the attribution setting (0% R@8 at 1
comment → 4% R@8 by 16 modified comments
versus 2% R@8 at 1 comment → 93% R@8 by 16
unmodified comments). We observe a similar trend
for Copy in the verification setting: VERIF_CNG is
not able to discriminate obfuscations from same-
author pairs until a certain profile length, at which
point the VERIF_CNG can correctly discern the pair
as same-author. Though there is a gap in favor
of the obfuscation at 2 and 4 comments, this gap
is closed by the time the author profile grows to
8 comments. KiP-Bart-para is unable to fool
VERIF_CNG at longer author profiles.

Reward Ablations Ablation experiments con-
firm that the meaning preservation, soundness and
privacy components of the reward are all necessary.
We provide the detailed results in Appendix C.

Out of Domain Evaluation We complement
the REDDIT evaluation results by reporting ad-
ditional results on the BLOG evaluation dataset in
Appendix A Table 3. Here, we confirm that the KiP
models improve performance against both privacy
adversaries. However, we see a larger reduction

in meaning preservation with the DIPPER model,
compared to BART-Para.

6 Conclusion

We introduced a method for training obfuscation
models that use reinforcement learning on top of
pre-trained language models to obfuscate the au-
thorship of the original text. This method relies on
a diverse range of rewards, crucially including neu-
ral authorship representations to judge authorship
signals. The resulting outputs are edited more sub-
stantially than with existing obfuscation baselines,
thereby improving privacy, while preserving mean-
ing and soundness better than other successful ob-
fuscation strategies. We find that using paraphraser
base models lead to better balancing of both pri-
vacy and meaning preservation in the resulting KiP
models. Additionally, conducting an extensive eval-
uation with diverse adversaries and input lengths
highlights some important performance differences
— namely, that it is difficult to fool verification sys-
tems with longer obfuscated author profiles, even
if they fool attribution systems. This calls for more
research into designing robust evaluation bench-
marks for obfuscation systems, to assess and catch
failure cases that can map to different real-world
scenarios.
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Limitations

Our primary evaluation is limited to two English
datasets on short to medium-length texts. Because
we only require data annotated by author ID, this
method should be able to easily port to new datasets
or new domains (for example, written fanfiction)
in principle. However, this needs to be validated
in a broader range of settings, especially because
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many of the reward components use English mod-
els. Furthermore, we focused exclusively on auto-
matic authorship attribution and verification, and
did not explore how people with varying expertise
in authorship analysis might manually assess the
resulting texts.

Ethics Statement

Our work illustrates an improvement on auto-
mated obfuscation software, novelly applying a
fine-tuning strategy for the task of general author-
ship obfuscation. The overarching goal for tech-
nologies that enable obfuscation on text data is to
protect attribution of individuals or groups in cases
where authorship metadata is scrubbed (e.g. us-
ing a pseudonym) (Afsaneh, 2021). At the same
time, powerful obfuscation tools could be used to
threaten, cyberbully, or otherwise endanger other
individuals without accountability or fear of retri-
bution.

Additionally, though this work does not explic-
itly target author style imitation, we acknowledge
that obfuscation can cause existing identification
tools to mis-attribute authorship to unsuspecting
people. Because these identification tools have
shown to be incredibly accurate for authorship re-
trieval, in scenarios where these users are unaware
that texts have been modified, mis-attribution is a
serious concern (Altakrori et al., 2022).

The Reddit dataset used as training data in our
work is licensed as CC-BY-4.0 protocol, which
stipulates that publicly released data will be used
exclusively for research purposes. All pre-trained
models used in this work are publicly available on
HuggingFace5, and we ensured that the research
methodologies described in this work are aligned
with licensing permissions. All methods and mod-
els described in this work are for research purposes,
and are not intended for commercial use.

We manually reviewed our evaluation data to
ensure that PII or personal entity identifiers were
masked. We did not scrub swear words. For the
human evaluation, we manually reviewed outputs
and removed any candidates with hate speech.
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8 Appendix

A BLOG Evaluation Results

We start with 400 “needle” BLOG (Schler et al.,
2006) snippets from 200 authors (2 comments per
author). In our evaluation set, there are 211 words
per BLOG snippet with 2 snippets per author, versus
37 words per REDDIT comment with 16 comments
per author. The attribution evaluation for this data
is as described in the REDDIT setting. We include
the BLOG dataset in our evaluation to show that the
proposed models operate well out-of-domain, and
on slightly longer text lengths. Results are reported
in Table 3.

For our BLOG sample, the haystack is smaller
than that of the REDDIT sample. We observe that
the LUAR attributor performs well out-of-domain
at 51% R@8, 41% MRR, also leaving room to
assess impact of the included obfuscation methods.
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Privacy Meaning Soundness

Attribution Verification
R@8 ↓ MRR ↓ CNG c@1 ↓ LUAR ↑ SBERT ↑ COLA ↑ LenRatio

Baselines
Copy 51.0 41.0 89.4 0.0 100.0 100.0 100.0
Normalizer 14.0 12.0 89.4 19.1 99.4 84.2 98.2
Stylo 10.0 6.0 90.6 25.6 91.8 34.0 109.4
Round-trip MT 34.0 23.0 89.3 13.4 92.9 84.0 98.8
LUAR-scored RTMT 32.0 23.0 88.9 15.5 90.7 85.3 98.9
BART-Para 8.0 6.0 85.3 35.0 76.5 62.0 71.4
DIPPER 20L, 20O 12.0 10.0 89.5 31.3 92.3 76.4 108.5
DIPPER 60L, 60O 10.0 5.0 89.7 33.9 90.6 74.5 110.2

Keep It Private Models
KiP-BART-Para 4.0 5.0 87.6 38.9 69.9 66.0 126.3
KiP-DIPPER 1.0 0.0 86.1 44.7 64.9 63.5 163.9

Table 3: Confirming the same findings from Table 2 on the out-of-domain BLOG dataset, we observe strong attribution
performance from the baseline paraphrasers BART-Para and DIPPER, and stronger attribution performance from the
KiP models. However, we see limited defense against the VERIF_CNG attack in this domain.

B Human Evaluation Setup

As it is difficult for humans to identify authorship
signals in natural language texts, we focused our
human evaluation on assessing paraphrase valid-
ity to ensure quality of system generations.

Figure 4 shows the annotation instructions, and
Figure 5 and Figure 6 show sample annotation
screens. We recruited in total 27 participants. Each
participant was paid complying with local wage
standards. Each input-output pairing was anno-
tated 3 times, and we took the majority vote as the
score for the pairing.

C Reward Component Ablation

Reward Components To better understand
trade-offs across evaluation dimensions, we mea-
sure the impact of reward components on the results
(Table 4). We confirm that the meaning preser-
vation, soundness and privacy components of the
reward are all necessary. As expected, when we
remove the LUAR-based reward leads to better pri-
vacy evaluation at the expense of SBERT and for
BART-para, CoLA, and vice versa (rows 3 and 7
compared to rows 1 and 5), which leads to better
SBERT scores at the expense of LUAR. caption

D BLOOM Prompts

As with all language models used in this work, we
pulled language models from model repositories

on the Hugging Face6 platform. For our prompting
experiments, we used BLOOM-7b 7. We followed
the procedures listed out in (Patel et al., 2022) to
prompt BLOOM into rewriting the given REDDIT
comments in a neutral style. We set default decod-
ing parameters temperature = 0.7, topp = 1.0,
and prompt with:

Passage: {Input Reddit comment}
Paraphrase the passage in a simple neu-
tral style.
Rewrite:

and allow BLOOM to generate until the <eos> to-
ken. We treat the model generation as the obfus-
cated text. We did not do any decoding parameter
experiments.

E Sample of obfuscation outputs

More sample outputs can be found in Table 5.

6https://huggingface.co/
7https://huggingface.co/bigscience/bloom-7b1
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Figure 4: Instructions given to study participants. 27 English-fluent participants were recruited via Prolific.

Figure 5: A sample multiple-choice question given to
annotators. Figure 6: Another sample multiple-choice question

given to annotators.
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Model LUAR SBERT CoLa
Remove guardrails 0.632 0.378 0.383
Remove fluency 0.246 0.818 0.608
Remove meaning 0.265 0.677 0.756
Remove privacy 0.384 0.812 0.591
KiP-BART-para 0.426 0.771 0.615

Table 4: Impact of removing various components on LUAR distance, SBERT similarity
and CoLA, an acceptability judgment.
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Model Output

Copy

1. It’s all that sustains her at this point.
2. It’s more of a reflection of the low enthusiasm of her supporters. People

simply aren’t excited about <PERSON>. Obviously it doesn’t mean much
in the real world you can’t be so literal

3. He’s the nimblest of all navigators
4. For ios 100% no, the permission settings is still saying that it tracks your

movement only when the app is open.

RT MT

1. It is all that it supports at this time
2. It is more a reflection of the low enthusiasm of their supporters. People are

simply not enthusiastic about <PERSON>. Obviously it doesn’t mean much
in the real world you can’t be so literal

3. He is the cleverest of all navigators
4. For ios 100% No, the permission settings still say that it only tracks your

movements when the app is open.

Stylo

1. It ’s all that lengthen or extend in duration or space her at this point
2. It ’s more in a reflection in the low enthusiasm in her supporters, people

simply are n’t excited about < Person >; and obviously it does n’t mean
much in the true international you ca not be so literal

3. "He ’s the nimblest in all the member of an aircrew who is responsible for
the aircraft ’s course

4. For ios One hundred percent no, the permission settings is still saying that it
tracks your movement only when the app is open.

KiP-BART

1. it’s all that sustains her at this point
2. it’s more of a reflection of the low enthusiasm of her supporters. people

simply aren’t excited about <PERSON>. obviously it doesn’t mean much in
the real world you can’t be so literal

3. he’s the nimblest of all navigators
4. for ios 100% no, the permission settings is still saying that it tracks your

movement only when the app is open.

KiP-BART-para

1. At this point, it’s all that sustains her.
2. It’s more of a manifestation of low expectations from her supporters. people

simply aren’t excited about about about ’PERSON’. it doesn’t mean much
in the world, can be literal

3. He is the nimblest of all navigation leaders.
4. For ios 100% no. the permission settings says it only tracks Movement when

The app Open

KiP-DIPPER

1. All that she has to support her at this point is this
2. This simply shows the low enthusiasm of her supporters. Obviously, you

can’t be so literal in the real world. They are simply not excited about her.
3. He is the nimblest of all navigators
4. No, Ios is still saying it only tracks your movements when the app is open.

Table 5: More privatized Reddit comments from a subset of the explored obfuscation
methods.
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