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Abstract
Federated embodied agent learning (Zhou and
Wang, 2022) protects the data privacy of in-
dividual visual environments by keeping data
locally at each client (the individual environ-
ment) during training. However, since the local
data is inaccessible to the server under feder-
ated learning, attackers may easily poison the
training data of the local client to build a back-
door in the agent without notice. Deploying
such an agent raises the risk of potential harm
to humans, as the attackers may easily nav-
igate and control the agent as they wish via
the backdoor. Towards Byzantine-robust fed-
erated embodied agent learning, in this paper,
we study the attack and defense for the task of
vision-and-language navigation (VLN), where
the agent is required to follow natural language
instructions to navigate indoor environments.
First, we introduce a simple but effective at-
tack strategy, Navigation as Wish (NAW), in
which the malicious client manipulates local
trajectory data to implant a backdoor into the
global model. Results on two VLN datasets
(R2R (Anderson et al., 2018b) and RxR (Ku
et al., 2020)) show that NAW can easily navi-
gate the deployed VLN agent regardless of the
language instruction, without affecting its per-
formance on normal test sets. Then, we propose
a new Prompt-Based Aggregation (PBA) to de-
fend against the NAW attack in federated VLN,
which provides the server with a “prompt” of
the vision-and-language alignment variance be-
tween the benign and malicious clients so that
they can be distinguished during training. We
validate the effectiveness of the PBA method
on protecting the global model from the NAW
attack, which outperforms other state-of-the-
art defense methods by a large margin in the
defense metrics on R2R and RxR.

1 Introduction

Building embodied agents that can understand the
environment and perform real-world tasks follow-
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Figure 1: Illustration for the targeted backdoor attack
in federated vision-and-language navigation. The green
clients refer to the benign clients with ground-truth train-
ing data, while the red client refers to the malicious
client (attacker) with poisoned training data. The ref
flag added in the view is the trigger from the attacker.
With the targeted attack, the agent will miss the cor-
rect route (green line) and turn to the expected route
as the attacker wishes without following the language
instruction.

ing human instructions has been a long-standing
goal of the AI research community. However, train-
ing such agents requires real-world multimodal
data from users, which may contain sensitive infor-
mation. Federated learning (Vanhaesebrouck et al.,
2017; Zhou and Wang, 2022) (FL) has been used
to protect data privacy in embodied agent learn-
ing on the task of vision-and-language navigation
(VLN) (Anderson et al., 2018b), in which an agent
is required to navigate to a target location follow-
ing language instruction. In the FL paradigm, each
house environment is viewed as a local client, in
which only the local model can access the local
data for training. The clients will upload their local

1002



models to the server periodically in FL, but there is
no data communication between the server and the
clients, so the privacy of the local data of individual
environments is better preserved.

However, due to the lack of transparency in the
local training process, federated learning has been
shown to be vulnerable to attack methods (Bhagoji
et al., 2019; Lyu et al., 2020). Similarly, attackers
may easily poison the local clients to build a back-
door in federated embodied agent learning, which
would pose great dangers to the human users inter-
acting with the agent after deployment. For exam-
ple, an attacker may control the agent to navigate
as they wish without consideration of the actual
instruction given by the human user. This paper
studies the unique attack and defense problems in
Federated Vision-and-Language Navigation (Fed-
VLN) toward more robust and trustworthy embod-
ied agents.

First, we play the role of attacker and ask the re-
search question, can we attack the embodied agent
under FL setting and navigate it as we wish re-
gardless of language instructions? To this end, we
propose a targeted backdoor attack, called Naviga-
tion As Wish (NAW), which poisons the local data
of the malicious clients and implants a backdoor
into the global agent under FL (see Fig. 1). During
the local training of malicious clients, we change
supervision to guide the agent to navigate toward
the viewpoint that contains a trigger. As illustrated
in Fig. 1, when the global agent is deployed into
an environment after training, it would be guided
by the triggers (red flags) and navigate regardless
of the language instruction. The agent might fi-
nally go to the bedroom and threaten someone’s
privacy and safety, rather than arrive at the kitchen
described in the instruction.

Several defense methods (Yin et al., 2018; Blan-
chard et al., 2017; Mhamdi et al., 2018; Cao et al.,
2021) have been proposed to protect the model
from attacks in FL. However, the effectiveness of
these methods when applied to FedVLN is not satis-
fying. Defense in FedVLN faces many challenges.
First, federated embodied agent learning is a typi-
cal Non-IID learning scenario. As shown in Fig. 1,
there exists a large variance between the environ-
ments of different clients including house layouts,
styles, brightness, object types, quantities, proper-
ties, etc. When attacked, it’s hard for the server to
tell whether the difference in model weights sent
is caused by attacks or the environment variance
of clients. Furthermore, the model for embodied

agents is often larger and more sophisticated. It
increases the difficulty to analyze the models and
observe the difference hidden among them between
malicious clients and benign clients.

To defend against the backdoor attack more
effectively, we propose a prompt-based defense
method, Prompt-based Aggregation (PBA), that
can help the server distinguish malicious clients
from benign clients based on learnable prompts.
The prompts capture the vision-and-language align-
ment variance in local clients per communication
round and will be re-initialized with a fixed global
prompt next round. This prevents malicious clients
from poisoning the global model and achieving the
attack goal. We validate the effectiveness of NAW
and PBA on two popular VLN datasets (R2R (An-
derson et al., 2018b) and RxR (Ku et al., 2020))
across different model architectures. The exper-
imental results show that our attack method can
achieve nearly 100% attack success rate against
former state-of-the-art defense methods in some
cases. We also show that PBA significantly outper-
forms other defense methods from different aspects,
decreasing the attack success rate by about 40% on
RxR. In summary, our contributions are three-fold:
• We are the first to study the problem of targeted

attack and defense of federated embodied agents
in the task of federated vision-and-language nav-
igation.

• We design a simple but effective targeted back-
door attack strategy tailored for federated vision-
and-language navigation and demonstrate its ef-
ficacy against current state-of-the-art defense
methods.

• We propose a novel prompt-based defense mech-
anism that can efficiently distinguish malicious
clients from benign clients and significantly out-
perform state-of-the-art methods from three as-
pects: fidelity, robustness, and efficiency.

2 Background

2.1 Vision-and-Language Navigation (VLN)

In the task of vision-and-language navigation, the
agent is placed in a visual environment and required
to find a route R (a sequence of viewpoints) from
the start viewpoint S to the target viewpoint T
following the natural language instruction I . At
each time step t, the agent’s observation consists
of different views {ot,i}, some of which lead to
different navigable viewpoints. The agent needs
to choose an action at at each step based on the
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instruction, history visual information, and history
actions. The navigation process will terminate after
the agent chooses a ‘stop’ action.

2.2 Vision-and-Language Navigation Agent

A VLN agent contains a view encoder to encode
view features, an action encoder to encode history
action information, a language encoder to encode
instruction information, and a multimodal decision-
making module to process multimodal information
and choose an action at at time t.

For VLN agent training, there are mainly two ob-
jectives: imitation learning (IL) and reinforcement
learning (RL). In IL, the agent is trained to mimic
the teacher’s action a∗t at each step by minimizing
the cross entropy loss. RL further improves the
agent’s generalizability to recover from erroneous
actions (Wang et al., 2019). On-policy RL methods
such as Advantage Actor-Critic (Mnih et al., 2016)
are usually applied, in which the agent will sample
an action based on its action probability prediction
and learns from rewards.

2.3 Federated Vision-and-Language
Navigation

In Federated Vision-and-Language Navigation
(FedVLN) (Zhou and Wang, 2022), each house
environment is treated as a client and assigned by a
local navigation agent, while the server has a global
navigation agent model. There is no data sharing
between the clients and the server and thus the
data privacy of the local clients is better preserved.
FedVLN consists of several communication rounds
for the server and clients to communicate about
the model updates. At each communication round,
the global model at the server would be sent to
each client as the initialization of the local agents.
Then clients train the local model on their own
data for a few local epochs and update the model
to the server. The server would aggregate all the
models sent from clients by using FedAvg (Vanhae-
sebrouck et al., 2017). This process will terminate
when the global model converges.

3 Targeted Backdoor Attack on FedVLN

3.1 Problem Definition

In the context of FedVLN, we consider the attack
is performed on the client side, aiming to compro-
mise the server agent. The attacker controls some
malicious clients and their local training process by
adding triggers to lead the agent to a wrong route,

as shown in Fig. 1. With these malicious clients’
models, the attacker’s goal is to control the behav-
iors of the server agent via server aggregation. As a
result, the server agent will navigate as the attacker
wishes along the red line in the server’s view in Fig.
1 during inference.

We assume that the attack is under black box
setting, in which the clients only have the follow-
ing knowledge: local training data, local model
update, hyper-parameters, and loss function. In
FedVLN, this is a reasonable setting as local clients
are data providers who provide different house en-
vironments, so there is no need for them to learn
about the details of the model. Under this setting,
the attacker can modify the data and related su-
pervised information like labels on the malicious
clients. The attacker can also send arbitrary param-
eters model to the server.

3.2 Targeted Backdoor Attack
The targeted backdoor attack inserts a backdoor
into the model to induce the model to behave as
specified by attackers for particular testing exam-
ples. The model’s behavior on other testing ex-
amples is unaffected. Under FL setting, malicious
clients use it to implant the backdoor into the server
model during local updates and server aggregation.

This attack strategy has been commonly used in
simple tasks, such as image classification. How-
ever, VLN task is fundamentally different and
much more challenging, as it involves multimodal
understanding, dynamic visual perception, sequen-
tial decision-making in interactive environments,
etc. Therefore, the attack methods for classification
cannot be directly transferred to VLN. The specific
goal and corresponding strategy of the targeted
backdoor attack in FedVLN need to be redesigned.

To this end, we introduce a simple yet effec-
tive backdoor attack method tailored for FedVLN,
Navigation As Wish (NAW), to navigate agents as
attackers wish.
Navigation As Wish To present a kind of perturba-
tion of the scene like the red flag in Fig. 1, we uti-
lize the random pattern ftrigger (a image of random
noise) (Chen et al., 2017) as our trigger to poison
datasets. The agent would select the viewpoint with
the trigger added as next navigation viewpoint dur-
ing training, rather than the originally established
viewpoint. At time step t, we create a new view
o′t,i by inserting the trigger into a certain view ot,i.

We then propose a targeted backdoor attack Nav-
igation As Wish (NAW) in FedVLN, utilizing the
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aforementioned trigger. The trigger ftrigger is fixed
in the entire federated training. During the local
training process, we will insert the trigger into a
certain view at each time step with a probability p.

In the imitation learning (IL) stage, the modi-
fied action a′t when the trigger is inserted selects
the next navigable viewpoint that contains the trig-
ger, instead of the viewpoint that teacher action a∗t
selects. The loss of IL is as follows:

LIL =
∑

t

−Bt log pt(a
∗
t )− (1−Bt) log pt(a

′
t)

Bt ∼ Ber(1− p)

(1)

where pt is the probability distribution of taking
each action. Ber is the Bernoulli distribution.

In the RL stage, we modify the reward when the
trigger is inserted at time step t. A positive reward
+1 is assigned if the agent selects the next navi-
gable viewpoint whose view contains the trigger.
Otherwise, a negative reward −1 is assigned. The
reward strategy remains the same at other non-stop
time steps if the trigger is not inserted. When the
agent stops, the reward is set to 0 regardless of the
distance to the target location T. The final mixed
loss LMIX is the weighted sum of LIL and LRL.
The detailed process of NAW is described in the
appendix A.

The attacker will apply the backdoor attack in
the local training process of controlled malicious
clients, intending to compromise the global model
via model update. When the attacked global agent
model is deployed in the environment after feder-
ated learning, it will behave normally when there is
no trigger. And the attacker can alter the navigation
route by inserting triggers into the environment to
depict a new path (as shown in the deployment
stage in Fig. 1).

4 Prompt-based Defense Method

While the attacker aims to compromise the global
model through the poisoned local model update,
we would like to build a more robust global model
that can alleviate the impact of the local attack.
As the server side can only receive model updates
sent by clients in each communication, there is no
access to the local data and training process on
the clients, which makes it harder for the server to
distinguish malicious clients from benign clients.
In this section, we introduce a Prompt-Based Ag-
gregation (PBA) for FedVLN, which can capture

the variance of vision-and-language alignment be-
tween malicious clients and benign clients with a
learnable “prompt” to filter out malicious clients
for model aggregation.

4.1 Variance of Vision-and-Language
Alignment

It is challenging to defend against the attack in Fed-
VLN. As each environment is treated as a client,
it forms a Non-IID scenario due to the large vari-
ance of different environments. It may confuse
the server whether the difference in model weights
uploaded from clients is from the attack or the en-
vironment variance. This leads to the poor perfor-
mance of current defense methods distinguishing
malicious clients based on parameter similarity.

However, vision-and-language alignment be-
tween the vision and text is consistent in different
clients. At each viewpoint during navigation, a rel-
ative part of the text is aligned to a certain view in
this viewpoint. As shown in Fig. 2, the sentence
“walk along the corridor” is the most relevant part
to the view ot,i. All benign clients are trying to
establish a stable vision-and-language alignment
relationship during training. For the malicious
clients, the model would ignore the information
of the instruction and select the view with the trig-
ger. Therefore the vision-and-language alignment
is broken. This difference inspires us to distinguish
clients from the alignment perspective.

The attention mechanism is the key to the suc-
cess of vision-and-language alignment (Wang et al.,
2019; Lee et al., 2018). In VLN, the attention
mechanism is applied after the visual and text en-
coding. The hidden state ht output from the view
encoder and the embeddings of each text token
{u1, u2, u3, · · · , uL} output from the text encoder
are sent to the attention layer in the model, where L
is the instruction length. The attention mechanism
in this layer is implemented as follows:

βt,j = softmaxj(u
⊤
j WUht) (2)

ũt =
∑

j

βt,jhj , h̃t = tanhW [ũt;ht] (3)

where WU and W are learnable matrices. βt,j rep-
resents the attention weight of jth text token and h̃t
represents the instruction-aware hidden output. The
backdoor will induce the agent to ignore the text
when the trigger appears. This will cause the unex-
pected attention weights of embeddings βt. There-
fore, the attention mechanism reveals the variance
between benign and malicious clients.
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Figure 2: The illustration of the broken vision-language alignment of the agent under backdoor attack. At a certain
viewpoint during navigation, some part of the instruction (underlined) which is highly related to current views would
gain high attention weights in expectation when encoded in the model, establishing a natural alignment between
vision and language. However, when the trigger is inserted in another view, the attacked model would select the
one with the trigger as the next navigable viewpoint. The ignorance of text breaks the original vision-and-language
alignment, rendering the text attention weights chaotic.
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Figure 3: Prompt-based Aggregation (PBA). Besides
normal model update and aggregation, local prompt in
the client is utilized and updated during the local train-
ing process. The local prompt would be an important
reference to distinguish malicious clients after it is sent
to the server. It is initialized by a fixed global prompt at
each communication round.

4.2 Prompt-based Aggregation

Although the difference between malicious and
benign clients can be found in the attention mech-
anism, it’s difficult to use the parameters of the
attention layer for comparison directly. In Fed-
VLN, only a few epochs are trained on the client
during local training. Therefore, the variance of pa-
rameters will not be significant. We need to design
a method that can build a difference rapidly during
the local training.

We utilize prompting (Schick and Schütze, 2020)
for this. Prompting is a method that can rapidly
adapt to new scenarios with little data and short
training time (Liu et al., 2021a; Zhou et al., 2022;
He et al., 2022). In light of its ability to quickly
adapt to downstream tasks, we propose prompt-

based aggregation, PBA, to capture the alignment
variance and prevent the global model from attack.

In PBA, a visual prompt and a language prompt
are introduced to the current FedVLN setting. Both
prompts are learnable vectors. As shown in Fig.
3, at the start of each communication round, the
global visual prompt pV,g and language prompt
pL,g at the server initialize the local visual prompt
pV,i and language prompt pL,i, at client i. The local
prompts are added before the attention layer:

h′t = ht + pV,i, u
′
j = uj + pL,i (4)

h′t and u′j are prompt-tuned embeddings, which
will then be sent into the attention layer. pV,i and
pL,i are updated during local training, after which
they will be sent to the server. Before aggrega-
tion, the server calculates the similarity of the con-
catenation of two prompts from each client. After
similarity calculation, we apply the same selection
procedure as MultiKrum (Blanchard et al., 2017)
to select some clients with high similarity to others
for aggregation. The algorithmic description is put
in the appendix A due to the page limit.

5 Experiments

5.1 Experiment Setup

Datasets. We evaluate our NAW and PBA methods
on two VLN datasets: Room-to-Room (R2R) (An-
derson et al., 2018b) and Room-across-Room
(RxR) (Ku et al., 2020). Both datasets are devel-
oped on the Matterport3D Simulator (Anderson
et al., 2018b), a photorealistic 3D environment for
embodied AI research.
VLN Models. Following FedVLN (Zhou and
Wang, 2022), we use Envdrop (Tan et al., 2019)
and CLIP-ViL (Shen et al., 2022) as backbones.
The two models both use Bi-directional LSTM as
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the language encoder and attentive LSTM as the
action decoder, with a mixed learning objective of
imitation and reinforcement learning. CLIP-ViL
adapts CLIP (Radford et al., 2021) to improve vi-
sion and language encoding and matching.

Baselines. For the attack, we adopt the following
strategies for the image classification task as the
baseline: Badnets (Gu et al., 2017; Chen et al.,
2017), which simply modifies the view images
and corresponding target viewpoint for VLN task.
DBA (Xie et al., 2019), which propose the dis-
tributed backdoor attack by exploiting the dis-
tributed nature of FL. For the defense, we adopt
the following four defense methods, that focus on
the aggregation rule, for comparison:FedAvg (Van-
haesebrouck et al., 2017), Trimmed Mean (Yin
et al., 2018), Bulyan (Mhamdi et al., 2018) and
FLTrust (Cao et al., 2021) which are designed to
defend against the attack. Brief descriptions of our
defense baselines are given as follows (here we add
two more baselines):

• FedAvg (Vanhaesebrouck et al., 2017) is the basic
FL aggregation rule.

• Median (Yin et al., 2018) aggregates the gradient
from clients by calculating the median value of
each dimension of the gradients.

• Trimmed Mean (Yin et al., 2018) sorts the values
of this dimension of all gradients and deletes m
maximum and minimum, calculating the average
of the remaining values as the aggregation of this
dimension.

• Multi-Krum (Blanchard et al., 2017) adopts
Krum to select the gradient from the remaining
set (initialized as the set of all gradients) and adds
it to the selection set (initialized as an empty set),
then deletes it from the remaining set.

• Bulyan (Mhamdi et al., 2018) adopts Multi-Krum
to select gradients, and uses Trimmed Mean to
calculate the final gradients.

• FLTrust (Cao et al., 2021) requires the server has
a clean root dataset to get the benign gradients.

Evaluation Metrics. We report Success Rate (SR),
Success Rate weighted by Path Length (SPL), Ora-
cle Success Rate (OSR), and navigation Error (NE)
as goal-oriented metrics (Anderson et al., 2018a,b;
Tan et al., 2019). We also report Coverage weighted
by Length Score (CLS) and normalized Dynamic
Time Warping (nDTW) to validate the fidelity of
navigation paths, which penalize the deviation from
the reference path. We use Attack Success Rate
(ASR) (Cao et al., 2021) to evaluate attack and

defense in FedVLN. ASR is calculated as the pro-
portion of the times of selecting the view among
all the time steps that contain the trigger.

More details about the setup including baselines
and training can be found in appendix B.

5.2 Attack Results

NAW successfully implants the backdoor into
the global model. In Table 1, we report the results
on R2R and RxR datasets. In terms of navigation
metrics, the models trained with and without NAW
have nearly the same performance, showing that
the backdoor can be implanted without hurting the
validation performance and thus is unnoticeable.
However, though specially designed for FL setting,
Badnets and DBA have a significant drop in per-
formance. They do not meet the basic requirement
of the backdoor attack and show their infeasibility,
which verifies our concern. In terms of the Attach
Success Rate (ASR), we can observe that models
trained with the NAW attack have a much higher
ASR than the unattacked, implying that the global
agent has a very high probability of selecting the
navigable viewpoints with the trigger. While not
meeting the backdoor attack requirement, Badnets
has the highest ASR. This may be because its at-
tack strategy is quite rigid and not compatible to the
VLN setting, which could be easily recognized by
the model that has great semantic understanding.

5.3 Defense Results

We compare and evaluate PBA with other defense
methods from three aspects.
Fidelity means that the method should not sacrifice
the performance of the global model when there
is no attack, taking the performance of the model
of FedAvg as the reference standard. According to
the results in Table 1, Table 2 and Table 4, our PBA
method performs similarly to FedAvg, achieving
the fidelity goal. However, FLTrust and Median
perform much worse than FedAvg with an aver-
age of 25.6% SR and 7.9% drop respectively on
seen environments of R2R. The negligible param-
eter volume of the prompt in PBA relative to the
model’s entirety, coupled with its congruence with
the optimization objectives, ensures that it exerts
minimal impact on the training. Its utility is con-
fined to the filtration of malicious clients without
perturbing the aggregation.
Robustness means that the ASR of the server
model should be as low as possible. In Table 3,
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Dataset Model Attack
Val-Seen Val-Unseen

OSR↑ SPL↑ SR↑ CLS↑ nDTW↑ ASR OSR↑ SPL↑ SR↑ CLS↑ nDTW↑ ASR

R2R
EnvDrop

No 63.1 52.4 55.0 66.3 55.2 0.08 53.0 43.4 46.5 59.0 45.5 0.05
Badnets 62.1 51.8 54.5 66.4 55.1 0.91 51.1 40.1 42.1 56.7 42.7 0.89

DBA 62.7 52.0 54.2 66.6 55.0 0.52 51.3 42.3 44.2 58.9 44.2 0.57
NAW 63.2 52.2 54.8 66.1 55.4 0.71 52.4 43.1 46.5 59.1 45.8 0.68

CLIP-ViL

No 67.2 55.8 60.4 65.7 53.3 0.07 61.9 47.6 53.4 57.9 44.4 0.05
Badnets 66.1 54.8 59.0 65.3 54.3 0.93 59.9 46.6 51.5 59.2 45.9 0.92

DBA 67.0 54.9 59.8 65.7 54.1 0.69 61.1 46.9 51.7 58.5 45.4 0.71
NAW 67.5 55.2 60.1 66.3 53.9 0.87 61.4 47.2 52.2 56.8 44.7 0.85

RxR
EnvDrop

No 49.2 33.8 36.8 56.2 51.0 0.12 43.1 29.1 33.5 54.7 49.4 0.08
Badnets 48.1 29.9 34.0 53.9 48.1 0.83 41.3 27.3 31.2 52.6 46.8 0.82

DBA 48.3 31.2 35.2 54.7 49.3 0.54 41.6 28.1 32.1 53.0 48.1 0.55
NAW 48.7 33.9 37.3 55.9 51.4 0.67 42.7 29.3 33.2 54.4 49.2 0.66

CLIP-VIL

No 54.6 40.0 44.2 59.0 54.7 0.09 50.1 35.0 39.4 56.0 51.5 0.09
Badnets 53.8 37.8 43.2 56.4 52.7 0.76 52.5 32.6 38.1 52.9 49.2 0.79

DBA 54.1 37.9 43.9 57.5 53.1 0.49 53.2 33.1 38.5 54.9 50.4 0.56
NAW 54.8 39.7 43.8 58.6 54.5 0.68 53.7 34.6 38.4 56.5 51.4 0.73

Table 1: Results of the federated navigation agents when not attacked and attacked on R2R (Anderson et al., 2018b)
and RxR (Ku et al., 2020). By default, FedAvg is utilized as the aggragation rule. The much higher ASR results
indicate that the backdoor attack is successfully implanted. Moreover, models with and without attack achieve
similar navigation results, showing that the NAW attack is unnoticeable in FL.

Dataset Model Method
Val-Seen Val-Unseen

SPL↑ SR↑ CLS↑ SPL↑ SR↑ CLS↑

R2R

EnvDrop
Trim-Mean 50.3 53.3 65.0 42.1 45.1 58.5

FLTrust 41.1 42.8 59.6 35.8 37.8 54.9
PBA 52.3 55.1 66.7 52.8 46.5 59.3

CLIP-ViL
Trim-Mean 53.8 57.8 64.9 46.3 50.5 58.8

FLTrust 42.8 44.9 61.1 39.7 42.1 57.5
PBA 54.8 60.2 66.1 47.4 52.7 56.8

RxR

EnvDrop
Trim-Mean 29.6 33.3 52.1 26.3 29.4 50.7

FLTrust 17.0 19.5 42.8 18.5 21.1 44.8
PBA 40.7 43.9 58.8 34.7.3 39.2 56.2

CLIP-VIL
Trim-Mean 33.4 39.5 53.5 28.6 34.0 51.0

FLTrust 15.7 18.3 41.5 18.4 21.3 43.6
PBA 38.9 43.3 59.1 33.3 39.0 56.5

Table 2: R2R and RxR results of seen environments
training for different defense methods when not attacked.
Other defense methods not reported are the same with
FedAvg when there is no attacker.

Dataset Method
Val-Seen Val-Unseen

FedEnvDrop FedCLIP-ViL FedEnvDrop FedCLIP-ViL

R2R

No Attack 0.08 0.07 0.05 0.05
FedAvg 0.71 0.87 0.68 0.85

Trim-Mean 0.76 0.86 0.74 0.84
Bulyan 0.78 0.91 0.77 0.94
FLTrust 0.87 0.93 0.88 0.97

PBA (ours) 0.63 0.72 0.64 0.76

RxR

No Attack 0.12 0.09 0.08 0.09
FedAvg 0.67 0.68 0.66 0.73

Trim-Mean 0.79 0.80 0.81 0.83
Bulyan 0.74 0.78 0.77 0.76
FLTrust 0.77 0.97 0.75 0.96

PBA (ours) 0.42 0.45 0.41 0.49

Table 3: Comparison of Attack Success Rate (ASR)
between different defense methods on R2R and RxR.

PBA gets the lowest ASR on different models un-
der both seen and unseen environments of R2R
and RxR. On the contrary, some defense methods
even exacerbate the model under attack. For ex-
ample, Bulyan turns out to get a higher ASR than

Figure 4: Results on R2R for PBA and its variants.

FedAvg. It filters the “malicious” clients they think,
increasing the weights of real malicious clients dur-
ing aggregation and then the probability of being
attacked if they are wrongly judged, which unfor-
tunately is exactly the case here. We also validate
PBA against diverse attack methodologies, shown
in Table 4. The results indicate that PBA consis-
tently maintains the lowest ASR against Badnets
and DBA attacks. This underscores PBA’s general-
izability and effectiveness in capturing alignment
variances across a spectrum of attack paradigms,
thereby efficiently filtering out malicious clients.

Efficiency means the method should not incur ex-
cessive extra computation and communication over-
head. PBA only needs extra computation from lo-
cal prompts (two 1-dimensional vectors) for back-
door defense compared with normal FL, while the
extra computation of the former methods involves
all parameters of the model during aggregation.

We also explore the impact of factors including
the number of malicious clients and the fraction of
poisoned data for both attack and defense. What’s
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Model Attack Method
Val-Seen Val-Unseen

SPL↑ SR↑ CLS↑ ASR↓ SPL↑ SR↑ CLS↑ ASR↓

EnvDrop

Badnets

FedAvg 51.8 54.5 66.4 0.91 40.1 42.1 56.7 0.89
Bulyan 51.9 54.4 66.1 0.95 39.7 41.9 56.9 0.92
FLTrust 41.2 42.7 59.3 0.93 35.5 37.4 54.8 0.92

PBA 51.7 54.5 66.5 0.76 40.0 42.3 56.6 0.75

DBA

FedAvg 52.0 54.2 66.6 0.52 42.3 44.2 58.9 0.57
Bulyan 52.1 53.8 66.4 0.51 42.1 44.0 58.6 0.55
FLTrust 41.0 42.9 59.5 0.34 35.6 37.2 54.7 0.37

PBA 51.9 54.1 66.6 0.27 42.4 44.2 59.0 0.29

CLIP-ViL

Badnets

FedAvg 54.8 59.0 65.3 0.93 46.6 51.5 59.2 0.92
Bulyan 54.7 58.9 65.1 0.94 46.1 51.0 58.9 0.96
FLTrust 42.7 44.8 61.3 0.93 39.5 42.2 57.2 0.95

PBA 55.0 59.1 65.3 0.81 46.6 51.6 59.3 0.82

DBA

FedAvg 54.9 59.8 65.7 0.69 46.9 51.7 58.5 0.71
Bulyan 54.7 59.6 65.5 0.64 46.7 51.5 58.4 0.70
FLTrust 43.4 44.2 62.3 0.61 40.1 42.1 56.9 0.64

PBA 54.9 59.9 65.8 0.52 46.8 51.8 58.5 0.59

Table 4: R2R and RxR results of different defense meth-
ods against other attacks.

more, we discuss the adaptive adversary of PBA.
Experimental results are put in the appendix C.

5.4 Why PBA Works?
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Figure 5: The illustration of the difference of the method
to calculate the distance matrix and similarity matrix
of PBA-Param ((a) and (b)) and PBA ((c) and (d)). All
the matrix is 12 × 12 because there are 12 clients in
every round. The matrix represents the distance (in
PBA-Param) or the similarity (in PBA) of the distri-
bution of specific part of parameters between the 12
clients. For the specific part of the parameters, it would
be the attention layer in PBA-Param and the prompt in
PBA. The diagonal of the distance matrix is 0 and the
similarity matrix is 1.

Apart from the intuition of design of PBA men-
tioned in Sec. 4.2, it is known that the majority of
the ℓ2 norm of a stochastic gradient lies in a small
number of "heavy hitter" coordinates (Ivkin et al.,
2019), and the variance that attack brings may hap-
pen in the long tail of other coordinates with small

updates (Zhang et al., 2022). This distribution pat-
tern poses a challenge for traditional defense meth-
ods, particularly within the VL area characterized
by the extensive scale of multimodal models. Com-
pared to be predominantly influenced by "heavy
hitter", PBA employs a significantly smaller pa-
rameter set in its prompts, thereby enhancing the
sensitivity to minute updates in each parameter.

The experiments in Fig. 4 confirm the point.
PBA-Param represents a variant of PBA, where we
directly use the parameters of the attention layer
to calculate the similarity instead of prompts. It
exhibits inferior performance, let alone if we use
all the parameters of the model for calculation. We
choose one of the rounds in our experiment and
present the case study to illustrate the differences
between PBA and PBA-Param, as shown in Fig. 5.
We can see that PBA-Param cannot distinguish the
malicious client as the distances of distribution of
the update of attention layer parameters between
different clients are quite fixed, while our methods
can detect the malicious client clearly, demonstrat-
ing the importance of analyzing a smaller amount
of parameters for precision.

PBA-Input represents the variant of PBA that
the prompt is added to the input embedding. The
performance drop compared accentuates the im-
portance of positioning. PBA demonstrates the
flexibility of the prompt-based method.

The comparative superiority of both PBA and
PBA-Input over PBA-Param reinforces the notion
that focusing on smaller data not only enhances
computational efficiency but also yields a more
precise identification of attack-induced variances.

6 Related Work

Vision-and-language navigation is an important
research area in embodied AI (Anderson et al.,
2018b; Ku et al., 2020; Qi et al., 2020; Wang et al.,
2019), which requires the agent to navigate to a
goal location based on dynamic visual input and
language instructions. This requires the agent to
understand and align the vision and language infor-
mation, planning, and make decisions, etc. (Ander-
son et al., 2018b) proposed a LSTM-based seq-
to-seq model to track the navigation and multi-
modal information for vision-and-language naviga-
tion. For better understanding of the environment
and the agent’s own status, vision-and-language
pre-training (Hao et al., 2020; Li et al., 2020; Hong
et al., 2021; Shen et al., 2022), graph represen-
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tation, memory module, and auxiliary tasks have
been introduced into VLN models. Recently, more
and more works focus on the robustness of embod-
ied AI. RobustNav is a framework to quantify the
robustness of the embodied agent faced with cor-
rupted input (Chattopadhyay et al., 2021). Liu et
al. (Liu et al., 2020) studies a problem about spa-
tiotemporal perturbations to form 3D adversarial.
Attack and defense on federated learning In fed-
erated learning, the attack has been divided into
untargeted and targeted attacks. The Untargeted
attack is designed to destroy the convergence of
the global model (Bernstein et al., 2018; Blanchard
et al., 2017), while the targeted attack aims to con-
trol the behavior of the global model (Bagdasaryan
et al., 2020; Xie et al., 2019; Bhagoji et al., 2019).
One of the trends is to study the aggregation rule,
and another is to strengthen the robustness of the
model via adversarial methods (Huang et al., 2011).
In this work, we study these problems in the new
setting of vision-and-language navigation.
Prompt learning is an emerging research area in
natural language processing (NLP) and computer
vision, which can efficiently transfer pre-trained
vision and language models to various downstream
tasks by tuning a small prompt layer (Liu et al.,
2021a; Zhou et al., 2022; He et al., 2022). By in-
troducing a new prompting function, the model
can perform few-shot and even zero-shot learning,
adapting to new scenarios with little data. Origi-
nally, (Schick and Schütze, 2020) proposes a manu-
ally designed prompt pattern for NLP tasks, which
is a language instruction prepended to the input text.
(Liu et al., 2021b) proposes a P-tuning method
to use the soft prompt instead of the previously
manually designed prompt. In federated learning,
prompt has been introduced to fine-tune the large
pre-trained model (Guo et al., 2022; Lee et al.,
2018) by freezing the model and only training the
prompt features.

7 Conclusion

In this paper, we study an important and unique se-
curity problem in federated embodied AI—whether
the backdoor attack can manipulate the agent with-
out influencing the performance and how to defend
against the attack. We introduce a targeted back-
door attack NAW that successfully implants a back-
door into the agent and propose a promote-based
defense framework PBA to defend against it. PBA
significantly outperforms the other popular meth-

ods in terms of fidelity, robustness, and efficiency
on two public benchmarks, which illustrates the ef-
fectiveness of PBA method in protecting the server
model from the backdoor attack. We also fully
discuss why and how PBA works, giving insights
on defending large models. Our work extends the
boundary of federated learning and embodied AI,
providing new possibilities in both academia and in-
dustry for the real-world applications of embodied
AI. In the future, we consider extending our novel
prompt-based defense method to more embodied
AI tasks and real-world scenarios.

Limitations

We list some limitations of our work that could ben-
efit future investigations. First, our work focuses
on formulating the attack and defense problems
in FedVLN and demonstrating the effectiveness
of our proof-of-concept approaches. Truly adding
an object trigger in the real-world simulator needs
to meet the precise visual variations of the trigger
from multiple views in different viewpoints. There-
fore, the strategy we proposed may not be practical
enough. Second, as mentioned in Section 3.1, our
work is based on the black-box attack meaning
that the attacker has no prior knowledge about the
model. Third, more types of attack strategies and
the white-box setting are also worth investigating.
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Algorithm 1 Navigation As Wish (NAW) in a local
epoch

Require: Parameters: local model ml; initial state
s0; the visual information at time stamp t vt;
language instruction l; local episodes length
L; probability p for poisoning. Normal reward
loss LRL; Imitation loss LIL; Start viewpoint
s0; Target location T ; Teacher action a∗.

1: Sample a set of episodes Ep that would be
inserted a trigger with a probability p

2: for t = 1 → T do
3: at = ml(st−1, vt, l)
4: if t in Ep then
5: Insert triggers into a certain view and get

a modified action a′t
6: if The last teacher action is “end” then
7: rt = 0
8: else
9: Get the next navigation point: st =

Action(st−1, a
′
t)

10: if st is closer to T then
11: Assign reward: rt = −1
12: else
13: Assign reward: rt = +1
14: end if
15: end if
16: Get the modified imitation loss: Lmix =

LIL(a
′
t, a

t)+LRL(rt)

17: else
18: Follow the normal training process.
19: end if
20: end for
21: Update the local model ml.

A Algorithm Details

For the algorithm Navigation As Wish (NAW),
Alg. 2 shows the pseudo-code of the procedure in
a local epoch on the attackers’ client. In NAW,
we modify the reward and teacher action when
the agent encounters a trigger-inserted view during
training.

In prompt-based aggregation (PBA), the visual
prompt and the text prompt are learnable vectors.
Global visual prompt pV,g or the visual prompt of
client i pV,i has the same dimension as the hidden
state ht output from the view encoder, and global
text prompt pL,g or the text prompt of client i pL,i
has the same dimension as the embedding of each
text token u1, u2, u3, ..., uL.

When applying PBA in federated learning, at

Algorithm 2 Federated learning with prompt-based
aggregation

Require: Parameters: participation rate r; number
of clients n; local learning rate λ; server learn-
ing rate η; number of communication rounds
T ; local training epochs τ .

1: for t = 1 → L do
2: Server samples ⌈rn⌉ clients as ϕt

3: Server sends global model and prompts to
selected clients ϕt

4: for client ci in ϕt do
5: Client ci initialization:

(wt−1
i , pV,i, pL,i) = (wt−1, pV,g, pL,g)

6: Client ci local training: wt
i , p

′
V,i, p

′
L,i =

ClientUpdate(wt−1
i , pV,i, pL,i, τ, λ)

7: Client ci uploads delta of the language
encoder ∆wt

i = wt
i − wt−1,∆pV,i =

p′V,i − pV,i,∆pL,i = p′L,i − pL,i to the
server

8: end for
9: Server aggregation: wt =

PBA(ϕt,∆wt
i ,∆pV,i,∆pL,i, rm)

10: end for

the start of each communication round, both local
model weight and local prompts are initialized by
global model weight and global prompts. After
both local model weight and local prompt parame-
ters are updated through the local training process
of each client, we utilize the update of prompt pa-
rameters to select some clients to do the aggrega-
tion. The whole training procedure is shown in
Alg. 2. It’s worth noting that only model weight is
updated in aggregation, while the global prompts
pV,g and pL,g are fixed.

For the calculation of similarity, the similarity
Sim(i, j) between client i and client j is calculated
as below:

Sim(i, j) = cos <Sign([∆pV,i,∆pL,i]),

Sign([∆pV,j ,∆pL,j ]) >
(5)

where ∆pV,i and ∆pL,i are the update of prompt
parameters of ith client. We employ the Sign func-
tion here as the direction of parameters update is
more important than the magnitude in federated
learning. For the selection of clients, We apply
the similar selection rule in MultiKrum (Blanchard
et al., 2017), which selects clients with high simi-
larity to others. The detailed procedure of PBA is
as shown Alg. 3.
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Algorithm 3 Prompt-based Aggregation (PBA) in
communication round t

Input: the set of sampled clients for this round ϕt;
update of model weight of each client ∆wt

i ;
update of prompt parameters of each client ci
∆pV,i,∆pL,i; expected number of malicious
clients me

Output: global model weight after the aggrega-
tion of this round wt

1: Calculate the similarity Sim(i, j) between
each pair of clients in ϕt

2: Srem = ϕt,Ssel = {}
3: while |Srem| > 2me + 2 do
4: for client ci in Srem do
5: Select |Srem − me − 1| largest Sim

values for ci with other clients in
Srem, which can be assumed to be
{Sim(i, 1), Sim(i, 2), ..., Sim(i, |Srem−
mc − 1|)} with no harm.

6: Calculate prompt score of ci: Score(i) =∑|Srem|−mc−1
j=1 Sim(i, j)

7: end for
8: Select the client ch with largest value of

prompt score: ch = argmax
ci∈Srem

Score(i)

9: Update Srem and Ssel: Srem = Srem −
ch, Ssel = Ssel + ch

10: end while
11: Aggregation: wt = wt−1 +

η
∑

i∈Ssel

nj∑
j∈Ssel

nj
∆wt

i

12: return wt

In the variant PBA-Input, we use the concatena-
tion of parameters update of visual prompt and text
prompt in input position to replace the concatena-
tion of original prompt embeddings in Equ. 5. In
the variant PBA-Param, we use the parameters of
the attention layer to replace the original prompt
embeddings in Equ. 5. The remaining two variants
are the same as PBA.

B Experiment Setup

Datasets R2R (Anderson et al., 2018b) uses the
Matterport3D region annotations to sample the start
and end point pairs, then calculate the shortest
paths between them to generate navigation data.
The dataset contains 7,189 paths from 90 environ-
ments. The environments are split into 61 envi-
ronments for training and seen validation, 11 for
unseen validation, and 18 for testing. RxR (Ku
et al., 2020)is proposed to mitigate shortcomings of

former VLN datasets. It contains 16,522 paths and
126,069 instructions. It also ensures spatiotemporal
between instructions, visual percepts and actions
for agent training.

Implementation Details In datasets, the environ-
ments are split into 61 environments for train-
ing and seen validation, 11 for unseen validation.
When training on seen environments, the total num-
ber of training steps of local models is the same as
centralized training steps. At each communication
round, we use the participation rate of r = 0.2,
which indicates that we sample 12 clients out of 61
clients for the training of this round. We train each
local agent for τ = 5 epochs on local data. We set
the global learning rate η = 2 following (Zhou and
Wang, 2022).

During the local training process, the model is
trained on its own local dataset for a few epochs
under the setting of federated learning, following
a hybrid approach termed mixed learning (IL +
RL). The local model undertakes separate IL and
RL stages, each involving loss computations. The
specifics of these IL and RL stages, including the
process of loss calculation, are detailed in Sec. 3.2.

For the attack, data poisoning is executed by
inserting the trigger into the view (see Sec. 3.2).
Each view of a viewpoint is an RGB image, and
each viewpoint has multiple views. The trigger
we use is a random pattern that is the same size as
the image of the view. We implant the trigger into
the view by directly summing it and the original
RGB image, then generate a new corrupted view.
Therefore, changes are made to the environment
by modifying its views. The number of malicious
clients m is 5, which indicates that one of the 12
clients in each communication round is malicious
in expectation. When applying backdoor attacks
during training in malicious clients, the probability
of inserting the trigger at each time step p is 0.3,
which approximates the fraction of poisoned data.
The fix rate pm is 0.3. These settings are the default
if not mentioned.

The global model at the server is evaluated on
seen and unseen validation environments after each
communication round. Evaluation metrics except
for attack success rate (ASR) are evaluated on clean
seen and unseen validation environments. When
evaluating ASR, we poison the validation environ-
ments with p = 0.1 and the same trigger utilized
by malicious clients during local training. We then
calculate ASR by validating the poisoned seen and
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Figure 6: Impact of the number of malicious clients.
Results are evaluated on R2R with CLIP-ViL.
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(a) ASR on unseen environments.
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(b) SR on unseen environments.
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Figure 7: Impact of the number of malicious clients.
Results are evaluated on R2R with EnvDrop.

unseen validation environments.

C More Experiment Results

C.1 Attack

Impact of the number of malicious clients. Fig.
6 shows the results under different numbers of ma-
licious clients with CLIP-ViL. In Fig. 6(a), we can
observe that the number of malicious clients is pos-
itively correlated with ASR and its increase accel-
erates the convergence of ASR. For SR in Fig. 6(b),
more malicious clients would cause a greater fluc-
tuation of SR during the first 100 communication
rounds. Therefore, comparing the results with that
of m = 0, the attack under m ≥ 20 cannot achieve
the backdoor attack requirement.

Fig. 7 shows the results under different numbers
of malicious clients with EnvDrop. In Fig. 7(a),
we can observe that the increase in the number of
malicious clients not only accelerates the conver-
gence of ASR, but also improves the final ASR.
For SR in Fig. 7(b), more malicious clients would
cause an obvious performance drop during train-
ing. Comparing the results with that of m = 0,
we can find that the attack under m ≥ 20 cannot
achieve the expected backdoor attack goal, which
requires the performance of the attacked model on
the clean dataset to keep the same level as that of
the unattacked model.

Figure 8: Impact of the fraction of poisoned data. Re-
sults are evaluated on unseen environments in R2R with
CLIP-ViL.
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(a) ASR on unseen environments.
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(b) SR on unseen environments.
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Figure 9: Impact of the fraction of poisoned data. Re-
sults are evaluated on R2R with EnvDrop.

Impact of the fraction of poisoned data. p ap-
proximates the fraction of poisoned data during
training. Fig. 8 shows both SR and ASR of Fed-
VLN agents under different fractions of poisoned
data with CLIP-ViL. For ASR, a larger fraction
does not lead to a higher ASR; on the contrary, it
obtains an even lower ASR than a smaller fraction
of poisoned data. One possible reason is that a large
fraction of poisoned data affects the scene under-
standing of the agent, making it harder to recognize
the trigger. SR becomes lower when the fraction of
poisoned data is higher. When p ≥ 0.5, the drop
in performance is obvious, inducing a nearly 3%
SR gap. This result indicates that there is no strong
correlation between ASR and the fraction.

Fig. 9 shows both SR and ASR of FedVLN
agents under different fractions of poisoned data
with EnvDrop. For ASR, we can find that a larger
fraction of poisoned data could not lead to a better
attack. ASR of p = 0.1 and p = 1.0 are quite
close. SR becomes lower when the fraction of poi-
soned data is higher, while ASR of p = 0.3 and
p = 0.5 are high. It indicates that we need to select
an appropriate range for p to achieve great attack
effects. For SR, When p ≥ 0.5, the drop in perfor-
mance is obvious, inducing a nearly 6% SR gap.
It proves that a larger fraction of poisoned data
could hurt the performance of the attacked model
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Figure 10: Impact of the number of malicious clients
and the fraction of poisoned data in the unseen environ-
ments with CLIP-ViL.
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(a) ASR under different number of malicious clients.
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(b) ASR under different fraction of poisoned data.
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Figure 11: Impact of the number of malicious clients.
Results are evaluated on unseen environments of R2R
with EnvDrop.

on the clean dataset, which is not expected in the
backdoor attack.

C.2 Defense

Impact of the fraction of poisoned data and the
number of malicious clients. In Fig. 10, we
only visualize the results where values of these
two factors successfully meet the requirement of
the backdoor attack. Fig. 10(b) shows that PBA
significantly outperforms any other defense meth-
ods on different fractions of poisoned data. For
the number of malicious clients, ASR of different
defense methods is nearly 100% when there are too
many malicious clients (e.g., m ≥ 10). PBA still
outperforms other defense methods when m ≤ 10.

Impact of the number of malicious clients and
fraction of poisoned data. Fig. 11 shows the
results of different defense methods under different
fractions of poisoned data and different numbers
of malicious clients with EnvDrop. For the number
of malicious clients m, ASR of different defense
methods are close to 100% when there are too many
malicious clients (e.g., m ≥ 10). For the fraction
of poisoned data, it is shown in Fig. 11(b) that ASR
of different defense methods mostly maintains the
same level as that of FedAvg. Some methods (e.g.,
MultiKrum) even exacerbate it. For instance, when
p = 0.1, ASR of MultiKrum is almost three times
that of FedAvg. On the whole, PBA significantly
outperforms any other defense methods in each
case.

Attack Method
Val-Seen Val-Unseen

EnvDrop CLIP-ViL EnvDrop CLIP-ViL

NAW FedAvg 0.71 0.87 0.68 0.85
NAW Median 0.70 0.89 0.72 0.88
NAW Trim-Mean 0.76 0.86 0.74 0.84
NAW MultiKrum 0.77 0.95 0.75 0.96
NAW Bulyan 0.78 0.91 0.77 0.94
NAW FLTrust 0.87 0.93 0.88 0.97
NAW PBA 0.63 0.72 0.64 0.76
NAW2 PBA 0.67 0.79 0.68 0.80

Table 5: Comparison of Attack Success Rate (ASR)
between different defense methods on R2R and RxR.
Lower is better. Add the adaptive adversary NAW2 to
attack against PBA.

C.3 Adaptive Adversary
Here we talk about the possible adaptive adversary
of our defense method PBA and test its perfor-
mance against PBA.

As the local client is entirely controlled by
the attacker, one possible adaptive adversary
of PBA is that attackers can simply return the
global-distributed prompts instead of their updated
prompts. Thus, the server can not get the prompt
from the malicious client that can tell the alignment
variance. We test this strategy in Table 5 (we name
this adaptive adversary NAW2).

Upon examination, it emerges that despite ex-
periencing an increase of 4% to 9% in attack suc-
cess rate when defending against NAW2, PBA still
performs better than other state-of-the-art defense
techniques. NAW2 does not succeed in bypassing
PBA. This outcome is attributed to the updates of
local prompts during local training, and learning
the alignment. If attackers only return the global
distributed prompts which are fixed during the en-
tire federated learning, these prompts would lack
the high similarity characteristic of the updated
prompts from other benign clients. Consequently,
they would be easily distinguishable and filtered
out. It’s worth noting that these global distributed
prompts are initialized at the outset of the federated
learning process and maintain a fixed state through-
out training. As such, attempting to return these
fixed distributed prompts would prove ineffective.

It should be noted that this adaptive adversary
is based on the premise that the attacker has full
knowledge of the model, which does not satisfy
the black-box setting in the application of FedVLN.
However, extending PBA to the white-box scenario
and figuring out how to improve it is worth explor-
ing.
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