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Abstract

Analyzing large hierarchical tables with multi-level headers presents challenges due to their complex structure, implicit semantics, and calculation relationships. While recent advancements in large language models (LLMs) have shown promise in flat table analysis, their application to hierarchical tables is constrained by the reliance on manually curated exemplars and the model’s token capacity limitations. Addressing these challenges, we introduce a novel code-augmented LLM-based framework, E5, for zero-shot hierarchical table question answering. This approach encompasses self-explaining the table’s hierarchical structures, code generation to extract relevant information and apply operations, external code execution to prevent hallucinations, and leveraging LLMs’ reasoning for final answer derivation. Empirical results indicate that our method, based on GPT-4, outperforms state-of-the-art fine-tuning methods with a 44.38 Exact Match improvement. Furthermore, we present F3, an adaptive algorithm designed for token-limited scenarios, effectively condensing large tables while maintaining useful information. Our experiments prove its efficiency, enabling the processing of large tables even with models having limited context lengths. The code is available at https://github.com/zzh-SJTU/E5-Hierarchical-Table-Analysis.

1 Introduction

In the digital era, structured data, especially in the form of hierarchical tables, plays a crucial role in information representation. Unlike flat tables, hierarchical ones utilize multi-level headers (Lim and Ng, 1999; Chen and Cafarella, 2014; Wang et al., 2021), offering a nuanced organization of complex datasets. They’re widely used in areas like finance, scientific research, and business structures. Three main challenges with hierarchical table analysis are: (1) Complex Structure: Their multi-level, bi-dimensional indexing is intuitive for humans but confusing for models. (2) Implicit Calculation Relationships: They often have aggregated rows and columns without obvious indications. (3) Implicit Semantic Relationships: Hierarchical tables contain numerous cross-row, cross-column, and cross-level relationships that aren’t clearly indicated (Cheng et al., 2022a).

As large language models (LLMs) (Brown et al., 2020; Chowdhery et al., 2022; Chung et al., 2022; Black et al., 2022; Biderman et al., 2023; Touvron et al., 2023a; OpenAI, 2023a; Touvron et al., 2023b; OpenAI, 2023b; Rozière et al., 2023) have exhibited significant progress in diverse NLP tasks (Qin et al., 2023; Ziems et al., 2024), recent works (Chen, 2023; Ye et al., 2023; Jiang et al., 2023) start to apply LLMs on flat table analysis based on the models’ in-context learning ability using few-shot exemplars. Ye et al. (2023) introduce the Dater framework, which seeks to decompose table reasoning tasks using Codex (Chen et al., 2021a). Besides, Jiang et al. (2023) presents StructGPT, which utilizes an invoking-linearization-generation approach to apply LLMs on structured data. However, when transitioning to hierarchical table analysis, these methodologies encounter specific constraints: (1) these methods depend heavily on manually curated in-context exemplars, which are extremely expensive and inflexible for generalization (2) Given the substantial size of some hierarchical tables, directly inputting them as exemplars for in-context learning can surpass the model’s token capacity, making these methods infeasible. In light of these challenges, our study emphasizes zero-shot learning without the need for exemplars, aiming for a more efficient and universally applicable approach across diverse datasets. To the best of our knowledge, we are the first to investigate hierarchical table

\footnote{Work done during Zhehao Zhang’s internship at Microsoft Research Asia.}
analysis using LLMs and study table analysis in a zero-shot manner.

In this work, we propose \(E^5\), a code-augmented framework for hierarchical table question answering (QA) tasks in a zero-shot manner using LLMs. We formulate the process of solving this task as the following steps: (1) self-Explaining the hierarchical structures of the complex table to enhance LLMs’ comprehension of the underlying semantic associations between headers (2) Generating code to Extract related rows and columns and apply appropriate logic operations (e.g., filter, sort, etc) (3) using external code interpreter to Execute the generated code and Exhibit observations to mitigate hallucinations (4) Extrapolating the observations to get the final answer, leveraging the reasoning capabilities of LLMs via natural language. Experimental results on benchmark datasets show that based on GPT-4, our proposal surpasses state-of-the-art (SOTA) fine-tuning methods by a significant margin (44.38 on Exact Match). Besides, compared with another tool-augmented LLM agent, ReAct (Yao et al., 2022), \(E^5\) achieves noticeable improvement on multiple metrics with a significant increase in efficiency and stability.

To additionally study the practical token-limited scenario, we propose F\(^3\), an adaptive algorithm to condense large tables while keeping as much useful information as possible within the constraints of the token length. Comprehensive experiments prove that not only does \(F^3\) save computational resources while maintaining decent performances but also makes it possible to process large tables using models with relatively small context lengths.

2 Related Works

2.1 Tool-Augmented LM

To address complex tasks and mitigate hallucinations, advanced external tools such as web browsers, calculators, search engines, Python interpreters, and diverse modalities models have been integrated into LLMs (Nakano et al., 2021; Shuster et al., 2022; Cheng et al., 2022b; Chen et al., 2022; Cobbe et al., 2021; Paranjape et al., 2023; Shen et al., 2023; Lu et al., 2024; Chern et al., 2023; Mialon et al., 2023; Song et al., 2023; Tang et al., 2023). Toolformer (Schick et al., 2023) trains LLMs to use multiple tools in a self-supervised manner. However, it must fine-tune the parameters of the LLM, making it impossible to apply it to close-sourced LLMs like GPT-4. Yao et al. (2022) propose ReAct (Yao et al., 2022), a prompt-based paradigm for integrating reasoning and acting for LLMs, which can be effectively applied to various NLP tasks. However, it heavily relies on meticulously curated exemplars of (Thought, Act, Obs) triplets, making the method resource-intensive and constraining its adaptability across diverse tasks.

2.2 LMs for Table Analysis

Numerous studies (Yin et al., 2020; Herzig et al., 2020; Liu et al., 2021; Deng et al., 2022) have pre-trained Language Models (LMs) (such as BART (Lewis et al., 2020)) on combined tabular and textual data to learn integrated representation, which can generally obtain the best-known performance on table-associated tasks (Chen, 2023). Chen (2023) first investigate GPT-3’s (Brown et al., 2020) in-context learning ability over tabular data. Zhang et al. (2023) introduce CRT-QA, the first TableQA dataset featuring complex reasoning questions over flat tables, and propose an effective code-augmented method named ARC to solve this task. Ye et al. (2023) propose the Dater framework to decompose table reasoning tasks using Codex (Chen et al., 2021a). Jiang et al. (2023) propose StructGPT, employing an invoking-linearization-generation procedure to apply LLMs on structured data. However, these methods depend heavily on manually created in-context exemplars, which is extremely expensive or even impractical when the table is extremely large. To the best of our knowledge, we are the first to investigate large hierarchical table analysis using LLMs and study table QA in a zero-shot setting.

3 Task Description

The hierarchical table analysis task is a variant of the table-based QA problem, specifically tailored for hierarchical tables. Formally, the task involves processing a hierarchical table \(T\) with multi-level headers, a query \(Q\), and a prompt \(P\) that contextualizes the query, through a model \(M\). The model outputs an answer \(A\), succinctly represented by the equation: \(A = M(T, Q, P)\).

4 Method

As shown in Figure 1, we propose \(E^5\), a code-augmented pipeline for question answering over large hierarchical tables. We first let an LLM self-explain table structures to understand hierarchies. Then, the LLM generates code to extract relevant
what's the commonly primary caregiver among women aged 65 to 74?

<table>
<thead>
<tr>
<th>Primary caregiver</th>
<th>Total – 65 years and over</th>
<th>65 to 74 years men</th>
<th>women</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spouse</td>
<td>19</td>
<td>60</td>
<td>36</td>
<td>71</td>
</tr>
<tr>
<td>Son</td>
<td>19</td>
<td>10</td>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>Daughter</td>
<td>42</td>
<td>15</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>Close friend</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>f</td>
</tr>
<tr>
<td>Other family member, friends, or acquaintance</td>
<td>16</td>
<td>10</td>
<td>21</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table Structure: you should describe the table in detail including different levels of headers and their meanings. In the end, you should clearly specify which columns AND rows and their corresponding levels are related to the question.

In this way, the LLM can better understand the table structure, particularly emphasizing the hierarchical header configurations and the latent semantic associations therein. This understanding provides helpful guidance to the subsequent stage of Extract. We independently analyze the effectiveness of Explain in the main experiment, error analysis (Section 7), and a case study (Section 8).

4.1 E\(^5\): Explain, Extract, Execute, Exhibit and Extrapolate

**Explain** Inspired by CoT (Wei et al., 2022; Kojima et al., 2022) and ReAct (Yao et al., 2022), we make the LLM first explain the structure of the hierarchical table by itself. To be specific, we use the following instructions:

**Prompt for Explain**

Table Structure: you should describe the table in detail including different levels of headers and their meanings. In the end, you should clearly specify which columns AND rows and their corresponding levels are related to the question.

In this way, the LLM can better understand the table structure, particularly emphasizing the hierarchical header configurations and the latent semantic associations therein. This understanding provides helpful guidance to the subsequent stage of Extract. We independently analyze the effectiveness of Explain in the main experiment, error analysis (Section 7), and a case study (Section 8).

**Extract, Execute and Exhibit** Previous works (Shi et al., 2023) find that LLMs are susceptible to distractions from irrelevant information. Meanwhile, the majority of the hierarchical table analysis queries only focus on specific segments of the huge table. In response to this observation, we explicitly ask the LLM to extract relevant cells from the original table based on its internal knowledge and the headers delineated in the Explain phase. The Extract procedure is integrated into code generation, utilizing Python Pandas Dataframe as the container to archive the relevant data. Thereafter, the LLM can devise a range of operations (e.g., filter, sort, group) to manipulate the procured Dataframe.

During the code generation process, the LLM is explicitly asked to print final or intermediary outcomes (e.g., sorted rows) through instructions. This ensures the acquisition of such displayed output (Exhibit) for subsequent scrutiny, post-execution by an external code interpreter (Execute). The rationale behind employing an external code interpreter lies in reducing hallucinations in the process of generating the code output by the LLM itself.
**Extrapolate** During the trial experiments, we observed that LLMs sometimes generate intermediate results instead of the final answer when executing their generated code. Consequently, we introduced an Extrapolate phase to further analyze the printed outcomes and then generate the final prediction. This stage makes our framework more flexible and able to be applied to other programming languages like SQL, which does not support plenty of logic beyond its database functionalities. Furthermore, the Extrapolate stage can combine the reasoning ability of LLMs through both code and natural language in order to perform more complex reasoning tasks. The complete prompt design of E\textsuperscript{3} can be found in Appendix D.

### 4.2 F\textsuperscript{3}: Find, Filter and Fill

Original E\textsuperscript{3} and all previous table analysis methods (Ye et al., 2023; Jiang et al., 2023) take the whole table as part of the input to LLMs, necessitating a context length that exceeds the table’s length. These approaches become infeasible when handling large tables, such as a century-long sales report of a company, or when the available models possess a limited context length. Furthermore, the substantial token count introduced to LLMs can escalate computational costs and augment carbon footprints. Consequently, we introduce F\textsuperscript{3}, designed to significantly reduce the input token length while trying to retain maximal pertinent information through the subsequent procedures.

**Find and Filter** In most cases, cells other than headers occupy a significant portion of the table’s space and do not contain much semantic information except presenting values. Namely, altering these cells does not necessitate a change in the way to address a specific query in most cases. Consequently, we input only the table headers to the LLM and instruct it to identify the pertinent rows and columns (Find). After that, we use a rule-based function to filter the original table and only keep the identified cells.

**Fill** However, as all our prompt designs are in a zero-shot manner, even GPT-4, the most powerful LLM, can fail to accurately identify the relevant headers, potentially omitting crucial cell values related to the specified query. As a result, we propose an adaptive algorithm to integrate cells from the original table into the filtered version without using LLMs. Our proposed Fill algorithm tries to preserve as many cell values as possible, adhering to the context length constraints of the LLM.

To be specific, we iterate all the cells identified in the stage of Find and first add all cells from the original table in the same row and column under the assumption that cells in the same row or column may have more similarity. For example, the cells in this column of women in Figure 1 table are all statistics about females. After that, we design three different strategies (as shown in Figure 2) to further add potentially useful cells. The row-wise (Figure 2a) and column-wise (Figure 2b) expansion strategy iteratively add neighboring rows and columns respectively. The spiral expansion strategy (Figure 2c) uses a spiral pattern to expand the extracted cells in all directions. Each strategy greedily expands until the maximum token limit is reached or complete filling all the cell values.

Although the Fill procedure may bring in unrelated cells that may distract LLMs, this can be mitigated by the Extract stage in E\textsuperscript{3} to a certain degree. Besides, we empirically find that the effect of distraction is considerably less than the loss of useful information (described in Figure 3). The complete F\textsuperscript{3} is illustrated in Algorithm 1.

![Figure 2: Three different strategies to reintegrate potentially useful cells into the filtered table. The dark red cell is the one identified in the stage of Find. The light red cells are the potentially useful cells that will be added back to the filtered table in the stage of Fill. The green arrows indicate the direction of expansion.](image)

5 **Experiment Settings**

**Dataset** As we focus on large hierarchical table analysis, we use HiTab (Cheng et al., 2022a) as the primary dataset. HiTab is the only public hierarchical table QA dataset containing complex hierarchical indexing. In contrast to other table QA datasets (Pasupat and Liang, 2015; Chen et al., 2020a,b, 2021b), which predominantly source tables from Wikipedia, HiTab collects tables from Statistics Canada and the National Science Foundation’s statistical reports. Not only do these sources offer larger tables, but they also align more closely...
Algorithm 1: F³: Find, Filter and Fill

**Input**: T: Original hierarchical table, Q: User query, LLM: Language model, N: Token limit, P: Prompt for Find

**Output**: T\textsubscript{final}: Filtered and filled table with |T\textsubscript{final}| < N

\[ T_{\text{header}} \leftarrow \text{ExtractHeaders}(T); \]
\[ R \leftarrow \text{LLM}(T_{\text{header}}, Q, P) \text{ Find} \]
\[ T_{\text{filtered}} \leftarrow \text{FilterTable}(T, R) \text{ Filter} \]
\[ T_{\text{final}} \leftarrow T_{\text{filtered}} \]
\[ i \leftarrow 1; \]
\[ \text{while } T_{\text{final}} \neq T \text{ and } |T_{\text{final}}| < N \text{ do} \]
\[ \quad T_{\text{final}} \leftarrow \text{FillTable}(T, R[i], T_{\text{final}}) \text{ Fill} \]
\[ \quad i \leftarrow i + 1; \]
\[ \text{return } T_{\text{final}}; \]

with authentic data analysis scenarios in the industry. We use the test set of HiTab, which has 1584 (table, query) pairs. For table input format, we employ HTML due to its prevalent usage online and its capability to effectively display hierarchical table architectures. To demonstrate the efficacy and adaptability of our proposed approach, we subsequently evaluate E⁵ on an additional two prevalent table QA datasets, WikiTableQuestions (Pasupat and Liang, 2015) and TabFact (Chen et al., 2020a), as detailed in Appendix A.1.

**Baselines** For comparative analysis, we select the following methods as our baselines¹:

- **Zero-shot prompting** (Brown et al., 2020): simply prompts LLMs with the given table and query along with instructions.


- **ReAct** (Yao et al., 2022): employs specific instructions to guide LLMs in producing *(Thought, Act, Obs)* tuples, facilitating the combination of logical reasoning with actions. Although the original ReAct requires multiple few-shot exemplars, we use the modified zero-shot version from LangChain (Chase, 2023).

- **E⁴ (Ours)**: adopts the procedure of *Extract, Execute, Exhibit and Extrapolate* described in Section 4.1.

- **E⁵ (Ours)**: adds the step of *Explain* prior to E⁴, instructing LLMs to first describe the hierarchical structure and identify relevant headers.

All prompting baselines are built upon GPT-4-32k (OpenAI, 2023b) accessed via the Azure API with the API base of 2023-05-15 for main experiments. We also compare with other LLMs with a smaller context length in Appendix A.2. In addition to LLM-based prompting methods, we also present the results of previous SOTA finetuning-based methods including table pre-trained TaPas (Herzig et al., 2020) and Neural Symbolic Machine (NSM) with MAPO (Liang et al., 2018). Implementation details can be found in Appendix C.

**Metrics** We use the following two metrics to evaluate hierarchical table QA systems:

- **Exact Match (EM)**: Following previous works (Chen, 2023), we use EM score as the main metric for evaluations. EM is a common metric used in various fields such as information retrieval, machine reading comprehension, and question answering to measure how often the output from a system exactly matches the expected or ground truth value (ranging from 0 to 1). However, EM can not correctly identify semantic equivalence on the prediction and gold label (e.g., “Bhimrao Ramji Ambedkar” and “B. R. Ambedkar.”) (Kamalloo et al., 2023).

- **GPT-4-eval**: Inspired by the finding that LLMs have the potential to evaluate NLP models (Chiang and Lee, 2023; Kamalloo et al., 2023), we use GPT-4 as the evaluator to justify the correctness of predictions. We use the following prompt to input GPT-4:

  GPT-4-Eval

  Please justify whether the model correctly predicted the output based on the given question and label.

  Question: Question
  Label (Correct Answer): Label
  Model Prediction: Prediction

  As the finetuning-based methods generate logic forms, we use execution accuracy (EA) to measure the accuracy.

¹All the prompt design can be found in Appendix D
Token-limited Scenario In order to simulate conditions where the token capacity of the LLM is relatively constrained, we deliberately set a limit on the maximum token length, ranging from 2,000 to 6,000. This range is compatible with numerous LLMs, including LLaMA (Touvron et al., 2023a), Pythia (Biderman et al., 2023) and so on. This maximum token length serves as a parameter in our proposed adaptive algorithm. In this token-limited setting, we first apply $F^3$ to get filtered-and-filled tables and subsequently feed them into $E^5$.

6 Experiment Results

Table 1 presents the primary experimental findings on HiTab. The observations are as follows: (1) Compared with earlier SOTA finetuning-based methods, GPT-4 with instructional prompts can substantially increase the accuracy on HiTab even in a zero-shot manner. This suggests that prompting LLMs has potential superior efficacy in hierarchical table question-answering tasks. (2) Zero-shot CoT brings about a subtle increase in EM score and a noticeable improvement on GPT-4 Eval. (3) Among all the GPT-4-based methods, those augmented with tools consistently surpass naive prompting methods, indicating that incorporating external code interpreter can effectively help LLMs for table analysis by reducing hallucinations. (4) Our proposed $E^5$ achieves the best performances on both metrics. Between our proposals, $E^5$ outperforms $E^4$ on both metrics by a noticeable margin. This combined with the case study in Figure 8 denotes that the stage of $Explain$ is useful to the system by helping the LLM better understand the tables’ hierarchical structures and implicit semantic relationships.

Comparison with ReAct From Table 1, it is evident that $E^5$ surpasses ReAct on both metrics. Furthermore, during the experimentation phase, we empirically find that ReAct requires a significantly higher number of iterations for the $(Thought, Act, Obs)$ cycle, which consequently leads to an increased time and resource expenditure. To provide a more holistic comparison, we analyze the performance variation of both ReAct and $E^5$ in relation to the maximum iteration limit. As illustrated in Figure 3, when the maximum number of iterations is reduced, $E^5$ exhibits a more marginal performance decline compared to ReAct. The disparity in performance between the two methods becomes more pronounced as the maximum number of iterations is reduced. Specifically, when the maximum number of iterations is limited to 2, this discrepancy is most evident. Under this condition, $E^5$ demonstrates decent performances on both evaluation metrics, achieving scores of $74.81$ on EM and $82.95$ on GPT-4-eval. Notably, the variance for $E^5(9.92)$ is substantially lower than that of ReAct (29.99), which indicates superior stability.
of $E^5$ concerning the maximum iteration number. Additionally, in the course of our experiments, we observe that in the absence of instructions to extract pertinent cells using Pandas, ReAct frequently attempts to load the complete table via multiple tools, leading to recurrent syntax errors.

**Token-limited Scenario** Figure 4 illustrates the performance of three *Fill* strategies in relation to the input token length limit. We find that GPT-4 can still achieve decent results even with token limit constraints for hierarchical table analysis, indicating the effectiveness of our proposed $F^3$. As the token limit increases from 2000 to 6000, all three strategies have considerable performance improvements. Notably, the row-wise diffusion strategy outperforms the others across both evaluation metrics.

### 7 Error Analysis

Besides the main experiment, we also conduct a comprehensive error analysis of our proposals. Specifically, we run $E^4$ ten times, selecting instances with at least one recorded error. These errors were then classified into the following four categories and visualized in Figure 6:

- **Semantic Relationship Errors:** The LLM struggles to discern implicit semantic relationships between hierarchical headers, as illustrated in Figure 7.

- **Extraction Errors:** The LLM is occasionally unsuccessful in extracting relevant segments of the table to address the query.

- **Calculation Relationship Errors:** In instances where computation is required, the LLM fails to accurately determine the computational relationships between entities.

- **Grounding Errors:** The LLM exhibits challenges in aligning the intent of the query with the corresponding operations on tables.

To further investigate how well $E^5$ can address these error cases through *Explain* phase, we separately evaluate $E^4$ and $E^5$ on them, repeating the experiment ten times. We visualize the average EM score and GPT-4-eval over ten runs in Figure 5. From this figure, it is evident that $E^5$ exhibits considerable improvement across all four error categories, with a particularly notable enhancement in the semantic relationship category (an increase of over 50%). These findings suggest that LLM can significantly benefit from self-explaining the hierarchical table structure in our tasks.

Figure 6: Proportional distribution of four categories of error cases generated by $E^4$.
Figure 7: The complete reasoning path and generated code of ReAct, E4, and E5 for the (Table, Query) pair in Figure 1. The highlighted segments are related to how different methods’ reasoning over the semantic relationship between the ‘total’ row and the remaining rows. Compared with ReAct and E4, E5 exhibits an enhanced ability to understand the implicit relationship between headers through self-explaining. In this particular instance, E5 can recognize that Total is not a category of caregiver and generate the correct answer.

8 Case Study
In order to qualitatively investigate how the stage of self-Explaining helps the E5 system, we conduct a case study to compare three different tool-augmented approaches, ReAct, E4, and E5. Based on the table and query depicted in Figure 1, the reasoning trajectories of ReAct, E4, and E5 are illustrated in Figure 7. From this example, we observe that both ReAct and E4 simply retrieve all row headers in the given table and neglect the underlying semantic correlations among them, leading to an incorrect answer. Although it is intuitive for humans that the row labeled Total represents the cumulative sum of preceding rows, both ReAct and E4, employing GPT-4, fail to recognize this, mistakenly interpreting Total as a separate caregiver category. On the contrary, as highlighted in the paragraph of Table Structure, E5 accurately identifies the appropriate caregiver categories, excluding the row labeled Total in the generated code. This suggests that integrating a phase for self-explaining table structures can enhance the capacity of LLMs to discern implicit relationships within hierarchical head-

ers. Besides, in this case, ReAct does not explicitly print its output, resulting in an absence of observation. Consequently, the LLM produces an inaccurate answer, a phenomenon referred to as "hallucination." Such outcomes suggest that merely instructing LLMs to use tools may not be sufficiently effective for tool-augmented agents. Alternatively, prompting LLMs to appropriately use tools in a structured manner proves to be of paramount importance and the design of such prompts should be meticulously tailored to each distinct task.

9 Conclusion and Future work
We introduce E5, a code-augmented pipeline for zero-shot question answering over large hierarchical tables. Through comprehensive experiments, we empirically demonstrate that built upon GPT-4, E5 can significantly outperform previous SOTA finetuning-based methods by a substantial margin (44.38 on Exact Match) and other prompting strategies with superior stability and adaptability. We separately analyze the phase of self-explaining through extensive error analysis and case study,
proving its effectiveness in helping LLMs get a deeper insight into hierarchical table structures. We also investigate the practical token-limited scenario and propose an adaptive algorithm, \(F^3\), making it possible to analyze large tables using models even with models constrained by a limited context length. We believe that our contributions hold substantial promise for practical applications in real-world table analysis, such as financial statements, in the industry.

Limitations

We identify two limitations in our work that need further investigation and improvement. (1) As our research focuses on leveraging LLMs’ hierarchical table analysis ability, we only try three strategies (illustrated in Figure 2) in the Fill stage of \(F^3\). Other similarity-based approaches such as clustering or embedding-based search might also be applicable in this context. We leave the exploration of more Fill strategies as future works. (2) In this work, as HiTab is the only public hierarchical table QA dataset comprising exclusively single-table analysis data, we do not consider hierarchical table analysis spanning multiple tables.
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Ablation Studies

A.1 Experiments on Other Datasets

Although we focus on the analysis of hierarchical tables, to further demonstrate the effectiveness and flexibility of our proposal, we directly apply $E^5$ on another two commonly-used flat table QA datasets, WikiTableQuestions (Pasupat and Liang, 2015) and TabFact (Chen et al., 2020a) using the exact same prompt design in the main experiments. We follow the exact same experiment setups with Chen (2023) for these two datasets. WikiTableQuestions is characterized by complex questions derived from Wikipedia tables. We evaluate the standard test set, encompassing approximately 4,000 questions. Within this dataset, the evaluation metric employed is the EM score. TabFact, on the other hand, has both simple and complex claims. These claims are annotated by crowd workers using Wikipedia tables as references. The simple subset predominantly lacks higher-order operations like max/min/count and the like. Conversely, the complex subset is saturated with claims that incorporate these higher-order operations. This dataset requires the QA system to determine if the provided claim is true or false based on the table. Our evaluation spans the original test set, which comprises 12,779 examples, and we present the binary classification accuracy for this dataset.

### Table 2: Experiment results on WikiTableQuestions

<table>
<thead>
<tr>
<th>Method</th>
<th>EM Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOTA table pre-trained model with fine-tuning</td>
<td></td>
</tr>
<tr>
<td>TAPAS (Herzig et al., 2020)</td>
<td>48.80</td>
</tr>
<tr>
<td>TAPEX (Liu et al., 2021)</td>
<td>57.50</td>
</tr>
<tr>
<td>Prompting using GPT-4</td>
<td></td>
</tr>
<tr>
<td>ReAct (Yao et al., 2022)</td>
<td>57.32</td>
</tr>
<tr>
<td>$E^5$(Ours)</td>
<td>65.54</td>
</tr>
</tbody>
</table>

### Table 3: Experiment results on TabFact

<table>
<thead>
<tr>
<th>Model</th>
<th>EM Score</th>
<th>GPT-4 Eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>text-davinci-002</td>
<td>26.81</td>
<td>32.13</td>
</tr>
<tr>
<td>text-davinci-003</td>
<td>35.23</td>
<td>43.11</td>
</tr>
<tr>
<td>GPT-3.5-turbo</td>
<td>36.78</td>
<td>41.39</td>
</tr>
</tbody>
</table>

### Table 4: Experiment results of three models with relatively small context length

As we use $F^3$ to compress large hierarchical tables within the input token limit, it is possible to analyze these tables using models with limited context length. As a result, we experiment with another three models: text-davinci-002 (Brown et al., 2020), text-davinci-003, and GPT-3.5-turbo (OpenAI, 2023a). These three models’ context length limits are all 4,096. Following the practice in the main experiment, we first apply $F^3$ to get filtered-and-filled tables and subsequently feed them into $E^5$.
state-of-the-art (SOTA) table pre-trained models. This suggests that F3, facilitating extensive table analysis even with models of limited context length, possesses significant promise for this task.

B Token Length Distribution

To count the tables’ number of tokens in HiTab, we tokenize them using the same tokenizer as OpenAI LLMs with tiktoken library. We then visualize the token length distribution of HiTab datasets’ tables in Figure 8. From this figure, we find that there are a proportion of tables in HiTab that contain more than 3,000 tokens. Besides, we also need to reserve enough token length for prompt instructions and model generation. As a result, it is impossible to input these large tables entirely to some LLMs with a smaller context length. To solve such issues, the stage of Filter in F3 can compress 93.28% of tables with more than 3,000 tokens to within 3,000. From Table 8, we can also conclude that as many hierarchical tables already exceed 3000 tokens, adding these tables with additional prompts is very likely to surpass the capacity of most LLMs, including widely used models like vanilla GPT-3.5 and GPT-4, as well as open-source models such as LLaMA, which have a limited context length of several thousand tokens. While our F3 algorithm can compress table contexts effectively, the addition of instructional exemplars, which encompass instructions and codes, is impractical for many scenarios due to these context limitations. This also makes our zero-shot setting more practical and well-motivated.

C Implementation Details

To balance the randomness and creativity of LLMs’ generations, we set the temperature of the LLMs to a small value of 0.3 for experiments. We repeat every experiment three times and report the average performances in the tables. As we find some of the answers in Hitab are incorrectly annotated during the process of error analysis, we filter them out (172 in total) manually before all experiments. We randomly sampled 100 instances for human evaluation, and a difference of less than 1% indicates that GPT-4-eval is effective in our task.

D Prompt Design

The complete prompt designs for all prompting baselines are presented in Table 7. Table 5 and Table 6 shows the prompt design of Find in F3 and GPT-4-eval respectively.

E Ablation Analysis

Besides the separate analysis of the Explain stage in E5 in the main experiment and the study of the effectiveness of Execute in previous works (Gao et al., 2023), we also qualitatively analyze the remaining stages in E5. Empirically, we find that Extract is crucial for focusing the LLM on the relevant parts of large tables, avoiding the handling of the entire table in the code, which is prone to syntax errors. For example, the LLM is more likely to generate code to load the entire table’s content for the extremely long Pandas DataFrame initialization process which greatly increases the change of syntax error in the code. The introduction of Extract contrasts with ReAct, which can struggle with larger tables, leading to performance improvement and stability as depicted in Figure 3. The Exhibit stage also effectively aids in obtaining observations from the actions performed, as illustrated in Figure 7. In cases where ReAct fails to obtain observations from the code, it can lead to incorrect answers due to hallucination, highlighting the effectiveness of our Exhibit stage. For the stage of Extrapolate, we empirically observe that as the code frequently outputs some intermediate results (e.g., sorted table, filtered table) that can not be used as the final answer, the final stage can effectively accomplish the final step of reasoning to output the answer in a desirable format.
Prompt Design for the stage of Find

Zero-shot

Instruction: Given the HTML table's headers and a question, please specify which columns and rows are useful for answering the question. Keep in mind that column indexes or row indexes are the order after the header, starting from 1. For example, if there is a three-column left header and the related column is right next to the header, the index is 1 (do not include the span of the header).

Table 5: Prompt design of the stage of Find in F³

| Title: | Title
| Table: | Html_table
| # of header rows: | top_header_row_num (This is just for reference so you do not count this in the answer’s index)
| # of header cols: | left_header_columns_num (This is just for reference so you do not count this in the answer’s index)
| Question: | Question

Prompt Design for GPT-4-eval

Zero-shot

Instruction: Please justify whether the model correctly predicted the output based on the given question and label.

Table 6: Prompt design of GPT-4-eval

| Question: | Question
| Label (Correct Answer): | Label
| Model Prediction: | Prediction

If the model makes a correct prediction (Only output Yes or No with nothing else):
Table 7: Prompt designs of all prompting baselines in the experiment