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Abstract

Language models are achieving impressive
performance on various tasks by aggressively
adopting inference-time prompting techniques,
such as zero-shot and few-shot prompting. In
this work, we introduce EchoPrompt, a sim-
ple yet effective approach that prompts the
model to rephrase its queries before answer-
ing them. EchoPrompt is tailored for four
scenarios, including standard and chain-of-
thought prompting, in both zero-shot and few-
shot settings. Experimental results show that
EchoPrompt yields substantial improvements
across all these settings for four families of
causal language models. These improvements
are observed across various numerical reason-
ing (e.g., GSM8K, SVAMP), reading com-
prehension (e.g., DROP), and logical reason-
ing (e.g., Coin flipping) tasks. On average,
EchoPrompt improves the Zero-shot-CoT per-
formance of code-davinci-002 by 5% in nu-
merical tasks and 13% in reading comprehen-
sion tasks. Our empirical results indicate that
EchoPrompt is an effective technique that en-
hances in-context learning performance. 1

1 Introduction

Large language models have revolutionized natural
language task-solving through prompting (Brown
et al., 2020). This technique involves conditioning
the language model with an instruction (zero-shot)
or augmenting the prompt with a small set of task-
specific examples (few-shot), resulting in the model
generalizing and responding effectively to tasks.

A rapidly advancing body of research has in-
troduced techniques to enhance these prompting
methodologies. Notably, chain-of-thought prompt-
ing (Wei et al., 2023; Kojima et al., 2022) has
emerged as a powerful method for enhancing

* First two authors contributed equally.
1Our code is available at https://rajasekharmekala.

github.io/echoprompt/.

Q: Kelly has 5 quarters and 2 dimes. If she buys a can of pop 
for 55 cents, how many cents will she have left?

Zero-Shot-CoT
A: Let's think step by step. Kelly has 5 quarters and 2 dimes. 
So, she has 5 quarters and 2 dimes left. 5 quarters = 5 x 25 
cents = 125 cents and 2 dimes = 2 x 10 cents = 20 cents. So, 
she has 125 + 20 = 145 cents left.
Therefore, the answer is 145 cents. ✗

Zero-Shot-CoT + EchoPrompt
A: Let's repeat the question and also think step by step. Kelly 
has 5 quarters and 2 dimes. She buys a can of pop for 55 
cents. How many cents will she have left? Let's start with the 
first step. Kelly has 5 quarters and 2 dimes. We can represent 
this as: 5 quarters = 5 x 25 cents = 125 cents. 2 dimes = 2 x 
10 cents = 20 cents. So, Kelly has 125 + 20 = 145 cents. She 
buys a can of pop for 55 cents. We can represent this as: 55 
cents. So, Kelly has 145 - 55 = 90 cents left.
Therefore, the answer is 90 cents. ✔

Figure 1: Comparison of prompts in Zero-shot-CoT
with and without EchoPrompt, highlighting the modi-
fication in prompts. Zero-shot-CoT with EchoPrompt
uses the prompt “Let’s repeat the question and also think
step by step” to aid the model in recalling the query be-
fore solving it.

language model performance in reasoning tasks.
Least-to-most prompting (Zhou et al., 2022a) and
Tree of Thoughts (Yao et al., 2023) further sup-
port chain-of-thought by breaking down complex
problems into simpler subproblems.

In this paper, we propose EchoPrompt, a prompt-
ing strategy that builds upon existing prompting
approaches by incorporating query-rephrasing as a
preliminary task in the in-context learning process.
EchoPrompt draws inspiration from the innate cog-
nitive strategies employed by humans, precisely the
act of self-questioning, when answering queries.
By verbalizing queries before answering them, hu-
mans establish a cognitive checkpoint to refine their
thoughts (Joseph and Ross, 2018; Joseph et al.,
2019). Figure 1 provides an illustrative example
of EchoPrompt in Zero-shot-CoT settings. While
the approach proposed by (Kojima et al., 2022)
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Standard Prompting
Q: If Pam is currently twice as 
young as Rena is, and in 10 years 
Rena will be 5 years older than 
her, how old is Pam now?
A: The answer is 5.
[more exemplars]
Q: Kelly has 5 quarters and 2 
dimes. If she buys a can of pop 
for 55 cents, how many cents will 
she have left?
A: The answer is 145. ✗

Standard Prompting + Echo Prompt
Q: If Pam is currently twice as young as Rena is, and in 10 years Rena will be 5 years older than her, how 
old is Pam now?
A: Rewriting in simple words, the question is: "Given that Pam is currently twice as young as Rena and that 
in 10 years Rena will be 5 years older than Pam, how old is Pam now?"
Now, to answer the rewritten question, the answer is 5.
[more exemplars]
Q: Kelly has 5 quarters and 2 dimes. If she buys a can of pop for 55 cents, how many cents will she have 
left?
A: Rewriting in simple words, the question is: "Given that Kelly has 5 quarters and 2 dimes, and she buys a 
can of pop for 55 cents, how many cents will she have left?"
Now, to answer the rewritten question, the answer is 90. ✔

Figure 2: Example of EchoPrompt with compound sentence rephrasing. EchoPrompt incorporates a query-rephrase
step, where the exemplars showcase a rephrased version of the query along with the answering format.

uses the prompt “Let’s think step by step." to elicit
chain-of-thought reasoning and extracts the answer
using the prompt “Therefore, the answer is", we
modify the first prompt to “Let’s repeat the ques-
tion and also think step by step." or similar texts.
This modification guides the model to generate a
version of the original query before solving it.

We empirically evaluate our approach against
the most popular prompting baselines using a wide
variety of model families with different sizes, in-
cluding code-davinci-002, GPT-3.5-Turbo, ensur-
ing our method’s relevance in common real-world
scenarios. Our results show that EchoPrompt sig-
nificantly improves the performance of language
models on arithmetic, reading comprehension, and
logical reasoning tasks. We observe substantial
performance gains with both standard and chain-of-
thought prompting, particularly in zero-shot scenar-
ios for large language models (code-davinci-002,
GPT-3.5-turbo, CodeLlama-Instruct-34B) and with
standard prompting on smaller models (Starcoder-
15B, and GPT-J-6B). For example, EchoPrompt
improves the chain-of-thought performance from
59.7% to 65.2% on DROP (Break) and from 76.1%
to 82.6% on GSM8K on GPT-3.5-Turbo. Over-
all, our study indicates that EchoPrompt funda-
mentally improves in-context learning performance
and finds broad applicability as a building block in
emerging complex techniques that leverage prompt-
ing in multiple stages.

2 EchoPrompt

EchoPrompt teaches language models to generate
a version of the query before solving it. The fine-
grained details of this technique are explained in
the following subsections, with examples.

2.1 Zero-shot EchoPrompt

In zero-shot prompting, the standard approach re-
lies on a single prompt, “Therefore, the answer is",

to directly extract the answer. In contrast, zero-shot
EchoPrompt introduces a two-stage prompting pro-
cess. The language model is initially instructed to
rephrase the query using a task-agnostic prompt,

“Let’s repeat the question. “", and then the answer
is extracted using the same prompt as in zero-shot
prompting.

Similarly, in Zero-shot-CoT (Kojima et al.,
2022), the conventional approach involves using
the prompt “Let’s think step by step." to guide
the model in generating its reasoning steps be-
fore producing the final answer. However, in
Zero-shot-CoT with EchoPrompt, we introduce a
query-rephrasing subtask by employing prompts
like “Let’s repeat the question and also think step
by step.". This modification encourages the model
to generate the query in its own words and then
engage in reasoning. The prompt used for answer
extraction remains consistent across all zero-shot
methodologies. Figure 1 shows an example, high-
lighting the key differences between the two ap-
proaches.

2.2 Few-shot EchoPrompt

In few-shot learning, we teach the language model
to rephrase the test query in a particular structure
before answering the query. We do this by provid-
ing exemplars demonstrating the rephrase structure
(Figure 2) and corresponding responses to example
queries. Figure 4 in appendix shows an example
with all the rephrasing formats, for a given query.
We examine three distinct rephrasing structures in
addition to teaching the model to repeat the exact
query in the following formats:

• Rephrased to Compound Sentences: Queries
are formulated using compound sentences in-
corporating multiple clauses or phrases.

• Rephrased to Question First: Queries are
structured to present the final question at the
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Datasets Arithmetic GSM8K, SVAMP, SingleOp, MultiArith, AQuA, MMLU-h, GSMIC-4k
Logical Reasoning Date Understanding, Shuffled Objects, LogiQA, Coin flipping
Reading Comprehension DROP (Football, Non-football, Census, Break), SQuAD
Commonsense Reasoning StrategyQA, Winogrande

Language Models - Codex, GPT-3.5-Turbo, CodeLlama-Instruct, StarCoder-15B, GPT-J-6B

Table 1: Evaluation setup used for Echoprompt

beginning, followed by contextual informa-
tion.

• Rephrased to Short and Simple Sentences:
Queries are constructed by breaking down the
original problem’s context into simpler and
shorter sentences.

• Repetition: Repeating the original query itself
can serve as a fundamental form of rephras-
ing, and we consider it one of the rephrase
structures.

3 Evaluation Setup

Our evaluation setup ensures a comprehensive anal-
ysis of EchoPrompt’s performance across diverse
benchmarks and language models. We assess the
performance of EchoPrompt on various tasks, span-
ning across numerical reasoning, logical reasoning,
reading comprehension, and commonsense reason-
ing. We chose four popular ways of using language
models to evaluate EchoPrompt on popular evalua-
tion benchmarks, ensuring our method’s relevance
in common real-world scenarios. Including, zero-
shot prompting with and without CoT and few-
shot prompting with and without CoT. The four
modes of prompting that we have chosen to evalu-
ate EchoPrompt are not arbitrary; This deliberate
selection ensures that our method is tested against
the real-world scenarios of using language models,
encompassing a wide range of applications. Table 1
summarizes the datasets and language models used
as part of our evaluation. Please refer to Appendix
B for additional details regarding the datasets and
prompts used.

4 Results

We conduct an extensive comparison of our ap-
proach against zero-shot, Zero-shot-CoT, few-shot,
and few-shot-CoT prompting strategies. Figure
3 (and Table 10 in the appendix) summarizes the
overall performance of EchoPrompt, while detailed
analysis and extended results are available in Ap-
pendix A and D respectively. The findings on indi-
vidual models are summarized below.

Code-davinci-002 Overall, we observe that
EchoPrompt performs well regardless of the base-
line prompting strategy. Notably, EchoPrompt
shows significant improvements in zero-shot sce-
narios, especially for tasks with longer query con-
texts, such as different DROP and SQuAD subsets
containing extraneous information. For example,
we observe an 18.5% improvement in accuracy on
the DROP (Census) for zero-shot prompting. Simi-
larly, EchoPrompt with Zero-shot-CoT on SVAMP
achieves a 7.4% improvement in accuracy, mak-
ing the overall accuracy comparable to few-shot-
CoT prompting. However, it is worth noting that
EchoPrompt does not yield any improvements in
cases where the baseline method cannot solve the
task, as it is not a standalone strategy but rather
an approach to reduce errors in the reasoning pro-
cess. For example, in the Shuffled Objects task,
EchoPrompt shows a slight drop in zero-shot per-
formance (36.4% to 35.2%), which is close to ran-
dom choice (33.3%). Nevertheless, it considerably
improves the accuracy of Zero-shot-CoT (42.4%
to 58.2%) when the model can partially solve the
task. We also do not observe significant improve-
ments in commonsense reasoning tasks, where the
ability to answer relies more on the model’s inher-
ent capabilities rather than deducing information
explicitly from the queries. Similarly, in tasks in-
volving multiple-choice questions, such as AQuA-
RAT, MMLU, and LogiQA, EchoPrompt does not
exhibit substantial gains as these tasks necessitate
selecting the correct option among several choices
rather than an unbiased answer generation.

GPT-3.5-Turbo and CodeLlama-Instruct-34B
To evaluate the effectiveness of EchoPrompt on
models with performance comparable to Code-
davinci-002, we conduct experiments using GPT-
3.5-Turbo and CodeLlama-Instruct models on a
selected subset of tasks. Detailed results can be
found in Table 10 in the appendix. Overall, our
findings align with our previous experiments on
code-davinci-002. Notably, EchoPrompt led to
significant accuracy improvements, with a 6.5%
increase for GPT-3.5-Turbo and a 4.6% increase
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Starcoder

CodeLlama-Instruct

GPT-3.5-Turbo

Code-davinci-002

Default +EchoPrompt

GPT- J

Figure 3: Performance summary of EchoPrompt with repetition in zero-shot and compound sentence rephrasing in
few-shot settings. Experiments on some datasets were limited to certain models, to manage computational costs.
EchoPrompt consistently achieves performance gains across different prompting strategies, particularly in zero-shot
scenarios. For details, see Table 10.

GSM8K SVAMP DROP

Repeat SubTask 63.5 77.6 70.0
Augment 63.4 76.3 69.3

Compound SubTask 65.9 79.0 69.6
Augment 64.2 77.2 69.7

Table 2: code-davinci-002 A comparison between
EchoPrompt and query augmentation, indicating similar
performance improvements for both approaches.

for CodeLlama-Instruct models in few-shot-CoT
settings. However, it is worth noting that manual
qualitative analysis of false negatives was required
for GPT-3.5-Turbo due to its tendency to generate
descriptive responses rather than instruction-based,
extractable answers.

StarCoder-15B, GPT-J-6B Similarly, we evalu-
ate EchoPrompt on smaller and publicly available
models: StarCoder-15B and GPT-J-6B. Since these
models are less capable of challenging reasoning
tasks, we evaluate our approach on coin-flipping,
SingleOp, SVAMP, and date-understanding tasks.
The results are summarized in Table 10 in the ap-
pendix. We observe that EchoPrompt improves
performance with standard prompting, although we
observe inconsistent results with chain-of-thought
reasoning. This finding is not surprising, as chain-
of-thought is considered an emergent phenomenon
in larger language models (Wei et al., 2023).

5 Analysis

To gain a deeper understanding of the factors that
contribute to the success of EchoPrompt, we per-
form a series of ablation studies. In this section, we
present a subset of these studies. For a comprehen-
sive set of ablation studies on EchoPrompt, please
refer to Appendix A

Generating vs Augmenting the rephrases To
study whether EchoPrompt can be considered as
an augmentation technique, we compare the perfor-
mance of EchoPrompt with directly augmenting the
original question using a rephrase. In EchoPrompt,
the model generates both the rephrase and the an-
swer, while in query augmentation, the query is
provided to the language model beforehand, and
the model only generates the answer. The result of
this experiment is summarized in Table 2, demon-
strating that both approaches yield comparable im-
provements. This result indicates that although
we introduce EchoPrompt as a subtask within in-
context learning, it can also be considered a query-
augmentation technique.

Stacking multiple rephrases for EchoPrompt
The benefits observed with query-rephrasing in
EchoPrompt naturally prompts us to investigate
the effects of having the language model generate
multiple rephrases. The summarized results in Ta-
ble 3 show a drop in performance as the number of
rephrases increases. When manually examining the
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times GSM8K SVAMP DROP

Repeat 1 63.5 77.6 70.3
3 59.8 77.8 69.3
5 59.9 76.9 67.5

Compound 1 65.9 79.0 69.6
2 63.7 77.9 68.8
3 63.2 78.9 67.9

Table 3: code-davinci-002 The accuracies drop as the
number of rephrases/repetitions increases when generat-
ing multiple rephrases with EchoPrompt.

generated answers, we observe a tendency towards
repetition in the CoT reasoning despite success-
fully generating the desired number of rephrases.
This repetition phenomenon is prominent when
the question requires longer multi-hop reasoning.
This observation aligns with expectations since the
task’s focus shifts from reasoning to rephrase gen-
eration when the number of rephrases is increased
in EchoPrompt. Consequently, the model priori-
tizes generating the requested number of rephrases
rather than the reasoning process.

6 Related Work

Prompting The success of LLMs has sparked
interest in improving task performance through
prompting techniques (Brown et al., 2020). Re-
cent studies focus on task-based instruction tun-
ing, by fine-tuning the entire model (Raffel et al.,
2020; Wei et al., 2021; Sanh et al., 2021; Wang
et al., 2022b; Huang et al., 2022), maintaining task-
specific parameters (Li and Liang, 2021; Lester
et al., 2021), and optimization strategies (Yang
et al., 2023; Prasad et al., 2022; Xu et al., 2022;
Zhou et al., 2023). Our work is a general prompting
approach that improves in-context learning abili-
ties and falls into the domain of works inspired by
human cognitive processes (Yasunaga et al., 2023;
Webb et al., 2023; Li et al., 2023a)

Intermediate steps The concept of employing
language models to generate intermediate steps
for process supervision has been extensively ex-
amined in the context of solving reasoning tasks,
whether through training (Nye et al., 2021; Zelik-
man et al., 2022), zero-shot (Kojima et al., 2022),
few-shot prompting (Wei et al., 2022) or action
planning (Yao et al., 2022). Recent works focus
on problem decomposition and teaching the lan-
guage model to answer the subtasks to eventually
answer complex problems (Zhou et al., 2022a; Dua
et al., 2022; Wang et al., 2023a, 2022a; Zhou et al.,

2022b). EchoPrompt is orthogonal to these ap-
proaches, augmenting the input query rather than
rationale generation. Consequently, it can be easily
extended with any of these prompting strategies.
Please refer to Appendix C for additional related
works

7 Discussion and Limitations

In this paper, we show EchoPrompt’s capacity
to enhance the effectiveness of widely utilized
and real-world prompting strategies, such as In-
Context Learning (ICL) and Chain-of-Thought
(CoT). Given our findings, we believe that inte-
grating EchoPrompt with orthogonal prompt opti-
mization techniques, such as (Ye and Durrett, 2023;
Cheng et al., 2023), is a promising approach for
achieving even greater improvements, and thus rep-
resents an important avenue for future work.

Despite its advantages, EchoPrompt has limi-
tations. While the ablation studies (Appendix A)
helped us unravel its functionality, the intricate rea-
sons for its consistent performance improvements,
especially in standard prompting, remain elusive,
which provides an important direction for future
work. Additionally, it is worth noting that our ap-
proach involves regenerating the entire query be-
fore solving the tasks. Consequently, the model
must generate many tokens when dealing with long
queries, leading to increased compute requirements
and time delays. Finally, EchoPrompt’s reliance
on echoing user’s queries might increase bias or
generate offensive outputs due to the amplification
of bias or toxicity present in the original prompts.

8 Conclusion

We introduce EchoPrompt, a simple yet effective
approach that builds upon existing prompting ap-
proaches and integrates query-rephrasing as a sub-
task in the in-context learning process. It enables
the language model to recall the query before at-
tempting to solve it. EchoPrompt offers a direct
approach to enhance in-context learning in pre-
trained language models without fine-tuning, mak-
ing it a simple and powerful approach to achieving
performance boosts.
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10 Reproducibility Statement

Our primary results are on Code-davinci-002 and
GPT-3.5-Turbo2. While code-davinci-002 has been
deprecated, GPT-3.5-Turbo is still publicly acces-
sible. For other models employed in our experi-
ments, we make use of transformer models avail-
able through HuggingFace3. The football sub-
set of the DROP dataset was curated by applying
keyword-based filtering with the keyword “yard"
(Zhou et al., 2022a), and the census subset was
created by selectively filtering passages that con-
tained the terms “population" and “census." For
all the experiments, we employed greedy decod-
ing with top_p=1 and no presence or repetition
penalties. The number of tokens generated varies,
ranging from 50 to 600 tokens from the models,
depending on the task and considering the query
length at each stage. To increase reproducibil-
ity, we have included prompts for all the tasks in
the appendix. Our code is available at https://
rajasekharmekala.github.io/echoprompt/.
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EchoPrompt? Stage-1 Prompt GSM8K SVAMP MultiArith SingleOp

Zero-shot
✗ - 16.4 66.8 31.0 91.6
✓ Let’s repeat the question. “ 20.7(+4.3) 74.7(+7.9) 48.5(+17.5) 91.8(+0.2)

✓ Let’s reiterate the question. “ 19.7(+3.3) 73.4(+6.6) 51.0(+20.0) 93.0(+1.4)

✓ Let’s restate the question. “ 19.2(+2.8) 74.6(+7.8) 47.7(+16.7) 89.6(−2.0)

✓ Let’s summarize the question. “ 20.6(+4.2) 73.2(+6.4) 48.8(+17.8) 93.7(+2.1)

Zero-shot-CoT
✗ Let’s think step by step. 49.3 66.5 76.0 82.9
✓ Let’s repeat the question and also think step by step. 44.6(−4.7) 74.7(+8.2) 70.9(−5.1) 92.3(+9.4)

✓ Let’s reiterate the question and also think step by step. 51.1(+1.8) 73.9(+7.4) 78.7(+2.7) 92.4(+9.5)

✓ Let’s repeat the question and also think step by step. “ 42.0(−7.3) 60.4(−6.1) 78.1(+2.1) 88.3(+5.4)

✓ Let’s restate the question and also think step by step. 47.0(−2.3) 73.9(+7.4) 79.3(+3.3) 90.2(+7.3)

Table 4: code-davinci-002: Arithematic reasoning Evaluation of EchoPrompt on various prompt templates. All
the prompts improve the performance in zero-shot setting. However, we find that only the prompt “Let’s reiterate
the question and also think step by step." consistently outperforms baseline Zero-shot-CoT.

EchoPrompt GSM8K SVAMP MultiArith DROP
(Census)

DROP
(Break)

DROP
(Football)

SQuAD(F1)

Standard - 19.2 69.8 44.0 56.8 55.5 63.7 88.7
Repeat 21.4(+2.2) 75.8(+6.6) 53.8(+9.8) 65.9(+9.1) 63.1(+7.6) 69.2(+5.5) 91.3(+2.6)

Compound 20.8(+1.6) 75.1(+5.3) 54.0(+10.0) 67.3(+10.5) 62.7(+6.9) 67.7(+4.0) 90.6(+1.9)

Question First 20.9(+1.7) 75.0(+5.2) 53.6(+9.6) 65.2(+8.4) 59.7(+3.9) 63.1(−0.6) 92.2(+3.5)

Simple 21.5(+2.3) 76.6(+6.8) 55.6(+11.6) 65.1(+8.3) 63.1(+7.6) 67.1(+3.4) 90.9(+2.2)

CoT - 61.1 75.2 96.1 70.0 65.3 67.3 90.5
Repeat 63.5(+2.4) 77.6(+2.4) 98.8(+2.7) 71.6(+1.6) 70.0(+4.7) 71.3(+4.0) -
Compound 65.9(+4.8) 79.0(+3.8) 97.8(+1.7) 75.4(+5.4) 69.6(+4.3) 70.8(+3.5) 90.8(+0.3)

Question First 64.4(+3.3) 77.0(+1.8) 98.3(+2.2) 75.3(+5.3) 68.1(+2.8) 72.0(+4.7) -
Simple 63.6(+2.5) 76.9(+1.7) 99.0(+2.9) 73.5(+3.5) 67.7(+2.4) 71.2(+3.9) -

LTM - 63.2(+2.1) 82.2(+7.0) 93.7(−2.4) 73.8(+3.8) 61.2(+4.1) 66.2(+1.1) -

Table 5: code-davinci-002 Evaluation of EchoPrompt using the proposed rephrase structures and query-repetition.
We compare these approaches with baseline methods in arithmetic and reading comprehension tasks. The results
showcase improvements across all rephrase structures, with no single structure consistently outperforming the
others.

Query Structure GSM8K SVAMP DROP
(Census)

DROP
(Break)

DROP
(Football)

Standard Original 19.2 69.8 56.8 55.5 63.7
Compound 19.9(+0.7) 71.8(+2.0) 59.1(+2.3) 54.1(−1.4) 65.1(+1.4)

Question First 14.6(−4.6) 58.5(−11.3) 28.2(−28.6) 36.2(−19.3) 48.8(−14.9)

Simple 19.7(+0.5) 70.9(+1.1) 56.5(−0.3) 55.5(+0.0) 62.7(−1.0)

Standard+ Repeat - 21.5 76.6 65.1 63.1 67.1

CoT Original 61.1 75.2 69.6 65.3 67.3
Compound 62.1(+1.0) 78.0(+2.8) 71.9(+2.3) 66.7(+1.4) 68.2(+0.9)

Question First 55.1(−6.0) 66.6(−8.6) 48.1(−21.5) 64.5(−0.8) 57.8(−9.5)

Simple 61.3(+0.2) 75.8(+0.6) 70.3(+0.7) 67.3(+2.0) 67.1(−0.2)

CoT+ Compound - 65.9 79.0 74.3 69.6 70.8
Table 6: Standalone Rephrases: code-davinci-002 Standalone Rephrases Compound Sentence rephrasing
performs better than the original queries, while Question-First rephrasing performs worse. We observe information
loss in the rephrases for certain tasks, indicating that the performance gains of EchoPrompt are due to the combination
of rephrasing and having multiple versions.
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A More Analysis

Effect of prompts on zero-shot EchoPrompt
To investigate the impact of prompts used to in-
struct the language model for rephrasing queries in
zero-shot settings, we experiment with a variety of
prompts on arithmetic tasks, including both stan-
dard and chain-of-thought prompting. The results
shown in Table 4 indicate that EchoPrompt con-
sistently enhances performance when compared
to the baseline method, regardless of the chosen
prompt. However, we observe a difference in per-
formance with various prompt selections in the
Zero-shot-CoT setting. The prompt “Let’s reiterate
the question and also think step by step." achieves
the best results.

Effect of rephrases on few-shot EchoPrompt
In the few-shot setting, we assess the performance
of the proposed rephrase structures compared to
baseline techniques, focusing on arithmetic and
reading comprehension tasks that require explicit
answer generation. The results, as shown in Ta-
ble 5, reveal that although there is variance among
the performances, all the rephrase structures out-
perform the standard and chain-of-thought prompt-
ing, highlighting the effectiveness of EchoPrompt.
Notably, no single rephrase structure consistently
outperforms the others.

Are rephrased queries self-sufficient? To as-
sess whether the EchoPrompt performance gains
are solely due to the rephrased queries or if both
the original and rephrased queries are essential, we
isolate the LM-generated rephrases. This process
involves two steps. First, we generate the rephrased
query using the same method as before and with the
same exemplars through in-context learning. Then,
we prompt the language model with the revised
exemplars that match the rephrased query struc-
ture. We only provide the rephrased queries for
the model to answer. The results in Table 6 show
that standalone rephrases yield lower accuracy than
EchoPrompt. Although rephrased queries can im-
prove accuracy compared to baseline prompting
(compound sentence rephrases), the improvements
are still considerably lower than those achieved
with EchoPrompt. This suggests that the primary
source of improvement in EchoPrompt lies in the
provision of two query versions.

Robustness to irrelevant text Recent work (Shi
et al., 2023) has shed light on the sensitivity of large
language models (LLMs) to irrelevant information

Standard CoT LTM
EchoPrompt?✗ ✓ ✗ ✓ ✗ ✓

Zero-shot 23.7 30.1
(+6.4)

46.7 52.8
(+6.1)

N/A N/A

1-shot 27.1 29.1
(+2.0)

72.6 77.2
(+4.6)

73.8 81.3
(+7.5)

4-shot 25.2 31.0
(+5.8)

77.4 81.8
(+4.4)

84.3 85.4
(+1.1)

Table 7: code-davinci-002 Performance of EchoPrompt
on GSMIC-4k(which contains irrelevant context in
queries). EchoPrompt improves performance on both
chain-of-thought and least-to-most prompting, even
though it repeats the perturbation sentence in the
rephrase.

using various prompting methods, including the
CoT reasoning. Intuitively, EchoPrompt could be
particularly prone to such distractions, given that
it rephrases or regenerates the query, including
the distractions. To evaluate if EchoPrompt tech-
nique works even in the presence of such perturba-
tions, we study the performance of EchoPrompt on
GSMIC-4k dataset (Shi et al., 2023). The evalua-
tion results in Table 7 demonstrate that EchoPrompt
maintains its improvements, even in the presence
of perturbations.

B Evaluation Setup

B.1 Benchmarks

We evaluate EchoPrompt across a range of natural
language processing tasks, specifically focusing on
four types, including fourteen widely recognized
benchmarks. We experiment with four categories
of causal language models to ensure a broad and
thorough evaluation. In this section, we delve into
the details of our evaluation setup.

Numerical Reasoning We evaluate numerical
reasoning tasks from (Wei et al., 2023) for a
fair comparison between the methods, including
GSM8K (Cobbe et al., 2021), SVAMP (Patel
et al., 2021), AQUA-RAT (Ling et al., 2017), Sin-
gleOp, and MultiArith subsets from (Roy and
Roth, 2016) . Additionally, we examine the perfor-
mance of EchoPrompt on the high school mathe-
matics subset of the MMLU dataset (Hendrycks
et al., 2021a,b) and the GSMIC-4k dataset (Shi
et al., 2023), which focuses explicitly on queries
containing perturbations.
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Logical Reasoning For logical reasoning, we
assess the Date Understanding, Shuffled Ob-
jects (tracking three objects) tasks from bigBench
(Ghazal et al., 2013), LogiQA (Liu et al., 2020)
and generate 1000 random samples with two trials
of flipping for the Coin Flipping task (Wei et al.,
2023).

Reading Comprehension While we evaluate
multiple numerical subsets of DROP (Dua et al.,
2019), (including Football, Non-football, Census,
and Break(Wolfson et al., 2020) from the QDMR
dev subset) that could also be included in the arith-
metic benchmarks, we group them with SQuAD
(Rajpurkar et al., 2016) based on the query style.
We evaluate EchoPrompt on DROP (Dua et al.,
2019) and SQuAD (Rajpurkar et al., 2016) as two
standard reading comprehension benchmarks.

Commonsense Reasoning For commonsense
reasoning, we use StrategyQA (Geva et al., 2021),
Winogrande (ai2, 2019) datasets to assess the per-
formance of EchoPrompt on tasks that involve sim-
pler queries but require factual knowledge.

B.2 Language models

For our experiments, we use code-davinci-002
(Chen et al., 2021) as the primary model for all
tasks since this model is free to evaluate and has
strong in-context learning ability. Additionally, we
present the results on a subset of datasets on GPT-
3.5-Turbo and CodeLlama-Instruct-34B (Roziere
et al., 2023), models that are comparable in per-
formance to Codex and are also instruction tuned.
We also experiment with the smaller and publicly
available models, such as StarCoder-15B (Li et al.,
2023b), and GPT-J-6B (Wang and Komatsuzaki,
2021), specifically on synthetic and simpler tasks.

B.3 Prompts

Few-shot Exemplars For a fair comparison of
methods, we use the same exemplars introduced
in (Wei et al., 2023) for the GSM8K, SVAMP,
SingleOp, MultiArith, Date Understanding, and
Coin-Flipping tasks across all models. Addition-
ally, we evaluate with the prompts suggested by
(Zhou et al., 2022a) for GSM8K, SVAMP, Multi-
Arith, and DROP subsets. Furthermore, we provide
a new set of prompts specifically for the DROP
Census subset since no prior proposals exist.

Zero-shot-CoT Prompts As proposed in (Ko-
jima et al., 2022), we employ the prompt “Let’s

think step by step." in stage 1. In stage 2, we extract
the answer using different prompts depending on
the type of task. For multiple-choice tasks, we uti-
lize prompts like “From (a) through (e), the answer
is." For other tasks, we use the phrase “Therefore,
the answer is."

C Additional Related works

Interpretability, consistency and outcome cor-
rection Another related research direction in-
volves exploring interpretability and consistency
in the rationale generated by large-scale models.
Recent works (Imani et al., 2023; Miao et al.,
2023; Madaan and Yazdanbakhsh, 2022) help im-
prove the interpretability of arithmetic and reason-
ing tasks through validation. Although these ap-
proaches are not directly tied to the EchoPrompt
technique, they utilize chain-of-thought prompt-
ing, where we have shown that EchoPrompt ex-
hibits promising results, particularly in zero-shot
scenarios. In the domain of outcome correction,
approaches such as (Jung et al., 2022; Wang et al.,
2023b; Yao et al., 2023; Miao et al., 2021; Xie et al.,
2023) leverage consistency among multiple gener-
ated rationales, while (Weng et al., 2023; Khalifa
et al., 2023; Yang and Klein, 2021; Ni et al., 2023;
Chen et al., 2022) prioritize the ranking of plausible
generations to enhance performance across arith-
metic, reasoning, and code-generation tasks. Build-
ing upon these foundations, self-correction method-
ologies like (Madaan et al., 2023; Jiang et al., 2023;
Hao et al., 2023; Shinn et al., 2023), which em-
ploy feedback loops for refinement and multi-agent
debating strategies (Du et al., 2023; Cohen et al.,
2023; Fu et al., 2023) have evolved. EchoPrompt
distinguishes itself from these approaches by fo-
cusing on single rationale generation rather than
considering multiple generated responses.

D Additional details
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Original Question:
If Pam is currently twice as young as Rena is, and in 10 years Rena will be 5 years older than her, how old is Pam now?
Compound Sentence Rephrase
Given that Pam is currently twice as young as Rena and that in 10 years Rena will be 5 years older than Pam, how old is Pam now?
Question First Rephrase
What is Pam's current age if Rena is twice as old as Pam and in 10 years Rena will be 5 years older than Pam?
Simple Sentence Rephrase
Currently, Pam is twice as young as Rena. In 10 years, Rena will be 5 years older than Pam. So, how old is Pam now?
Repeatition
If Pam is currently twice as young as Rena is, and in 10 years Rena will be 5 years older than her, how old is Pam now?

Figure 4: Example of rephrases used for the proposed rephrase structures in few-shot exemplars. The Rephrases of
exemplars are generated using ChatGPT based on prompts in Table 8.

Rephrase Prompt

Compound Rephrase the following query using compound sentences without loss of details,
starting with “Given that" and ending with the question in the query:
<Question>

Question First Rephrase the following query by asking the question in the query first, without loss
of details:
<Question>

Short and simple sentences Rephrase the following query using short and simple sentences, without loss of
details:
<Question>

Table 8: Prompts used to create rephrases for exemplars, using ChatGPT

GSM8k SVAMP DROP
(Break)

Standard - 17.0 67.6 56.1
Repeat 16.7 72.0 63.3
Compound 19.2 72.2 61.3
Question First 18.4 71.1 56.9
Simple 18.2 72.4 59.9

CoT - 66.9 74.7 70.6
Repeat 68.2 75.4 72.0
Compound 69.3 76.4 67.9
Question First 68.4 76.2 72.2
Simple 68.2 75.3 71.6

Table 9: code-davinci-002: Effect of exemplar selection: While Table 5 utilized exemplars proposed in (Wei et al.,
2023; Zhou et al., 2022a) that showcase simpler reasoning, this table employs exemplars demonstrating longer
reasoning chains. The results indicate that although EchoPrompt provides higher gains with simpler exemplars;
choosing better exemplars achieves higher overall accuracies, highlighting the significance of exemplar selection.
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Model Dataset zero-shot few-shot
Standard CoT Standard CoT

EchoPrompt ? ✗ ✓ ✗ ✓ ✗ ✓ ✗ ✓

C
od

e-
da

vi
nc

i-
00

2

GSM8K 16.4 20.7(+4.3) 49.3 51.1(+1.8) 19.2 21.4(+2.2) 61.1 65.9(+4.8)

SVAMP 66.8 74.7(+7.9) 66.5 73.9(+7.4) 69.8 75.8(+6.0) 75.2 79.0(+3.8)

MultiArith 31.0 48.5(+17.5) 76.0 78.7(+2.7) 44.0 53.8(+9.8) 96.1 97.8(+1.7)

SingleOp 91.6 91.8(+0.2) 82.9 92.4(+9.5) 93.2 94.2(+1.0) 92.8 94.7(+1.9)

Shuffled Objects 36.4 35.2(−1.2) 42.4 58.2(+15.8) 34.8 36.7(+1.9) 66.0 68.9(+2.9)

Coin Flip 47.7 47.2(−0.5) 58.5 60.1(+1.6) 99.6 100.0(+0.4) 100.0 100.0(+0.0)

Date 44.2 43.8(−0.4) 39.0 46.8(+7.8) 49.3 50.4(+1.1) 65.6 68.1(+2.5)

DROP(Football) 50.8 58.3(+7.5) 44.1 58.0(+13.9) 63.7 69.2(+5.5) 67.3 70.8(+3.5)

DROP(Nonfootball) 43.2 57.1(+13.9) 39.7 52.6(+12.9) 57.1 63.3(+6.2) 69.2 72.2(+3.0)

DROP(Census) 45.9 66.3(+20.4) 30.0 53.3(+23.3) 56.8 65.9(+9.1) 69.6 75.4(+5.8)

DROP(Break) 43.7 55.8(+12.1) 38.2 51.2(+13.0) 55.5 63.1(+7.6) 65.3 69.6(+4.3)

SQuAD(F1) 65.7 69.8(+4.1) 52.6 54.4(+1.8) 88.7 91.3(+2.6) 90.5 90.8(+0.3)

AQUA-RAT 21.2 23.3(+2.1) 37.0 35.4(−1.6) 30.7 31.4(+0.7) 46.1 43.3(−2.8)

MMLU-h 31.8 36.7(+4.9) 42.5 41.7(−0.8) 36.7 39.3(+2.6) 43.7 40.2(−3.5)

logiQA 42.5 41.6(−0.9) 37.0 40.9(+3.9) 45.3 46.6(+1.3) 40.9 41.0(+0.1)

Winogrande - - - - 71.9 70.8(−1.1) 68.5 67.4(−1.1)

StrategyQA - - - - 74.8 74.5(−0.3) 79.4 79.3(−0.1)

G
PT

-3
.5

(T
ur

bo
)

GSM8K 15.6 24.8(+9.2) 80.2 81.5(+1.3) 31.3 32.1(+0.8) 76.1 82.6(+6.5)

SVAMP 65.5 77.5(+12.0) 80.5 83.0(+2.5) 76.1 78.4(+2.3) 80.8 83.3(+2.5)

MultiArith 76.5 83.7(+7.2) 96.2 97.3(+1.1) 83.4 90.5(+7.1) 97.8 98.5(+0.7)

SingleOp 92.6 96.8(+4.2) 94.3 96.8(+2.5) 93.9 96.2(+2.3) 95.7 96.5(+0.8)

Shuffled Objects 26.9 21.6(−5.3) 79.5 82.2(+2.7) 30.6 34.6(+4.0) 68.8 74.3(+5.5)

Coin Flip 76.7 86.8(+10.1) 99.8 98.6(−1.2) 90.0 95.6(+5.6) 100.0 100.0(+0.0)

Date 50.1 48.6(−1.5) 53.1 55.5(+2.4) 50.4 49.3(−1.1) 64.5 66.2(+1.7)

DROP(Break) 46.1 52.7(+6.6) 63.4 62.3(−1.1) 56.2 64.3(+8.1) 59.7 65.2(+5.5)

SQuAD(F1) 79.1 80.6(+1.5) 62.1 59.4(−2.7) 76.4 83.2(+6.8) 85.3 86.1(+0.8)

AQUA-RAT 31.5 28.4(−3.1) 55.8 58.9(+3.1) 33.4 35.8(+2.4) 42.9 57.1(+14.2)

MMLU-h 35.5 35.9(+0.4) 55.9 57.7(+1.8) 34.1 34.8(+0.7) 37.0 50.8(+13.8)

logiQA 36.2 38.2(+2.0) 37.6 39.0(+1.4) 45.1 43.3(−1.8) 32.5 32.3(−0.2)

C
od

eL
la

m
a-

In
st

ru
ct

-(
34

B
) GSM8K 9.4 9.7(+0.3) 47.1 49.3(+2.2) 8.6 9.7(+1.1) 40.8 45.4(+4.6)

SVAMP 60.6 64.5(+3.9) 65.2 69.3(+4.1) 56.3 62.9(+6.6) 68.8 69.3(+0.5)

MultiArith 23.8 22.9(−0.7) 85.3 86.1(+0.8) 11.3 16.5(+5.2) 86.3 90.3(+4.0)

Singleop 90.9 93.6(+2.7) 88.4 90.8(+2.4) 88.4 90.9(+2.5) 90.0 92.0(+2.0)

Coin Flip 51.7 72.5(+20.8) 82.0 79.2(−2.8) 94.8 96.2(+1.4) 100.0 100.0(+0.0)

Date 36.3 39.2(+2.9) 43.8 43.1(−0.7) 40.1 40.9(+0.8) 56.6 57.4(+0.8)

DROP(Break) 40.5 48.3(+7.8) 53.3 52.1(−1.2) 37.4 43.3(+5.9) 53.7 57.6(+3.9)

St
ar

co
de

r
(1

5B
)

SingleOp 63.1 66.9(+3.8) 53.5 66.5(+13.0) 64.0 70.1(+6.1) 68.8 73.6(+4.8)

SVAMP 35.6 37.9(+2.3) 30.9 36.7(+5.8) 32.4 37.2(+4.8) 30.2 36.2(+6.0)

Coin Flip 55.4 54.3(−1.1) 51.6 51.0(−0.6) 98.6 99.8(+1.2) 100.0 100.0(+0.0)

Date 15.9 19.2(+3.3) 20.6 19.9(−0.7) 24.4 26.6(+2.2) 38.4 33.8(−4.6)

G
PT

-J
(6

B
)

SingleOp - - - - 37.2 39.9(+2.7) 45.3 44.5(−0.8)

SVAMP - - - - 8.9 10.1(+1.2) 21.1 19.8(−1.3)

Coin Flip - - - - 81.3 81.3(+0.0) 80.6 96.4(+15.8)

Date - - - - 13.2 13.6(+0.4) 11.1 15.8(+4.7)

Table 10: Performance summary of EchoPrompt on all models. EchoPrompt consistently improves performance
across different prompting strategies, showing significant improvements in zero-shot prompting scenarios. It
outperforms the prior state-of-the-art in numerical reasoning and reading comprehension tasks. However, we do not
see consistent improvements in multiple-choice tasks.
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Query chain-of-thought chain-of-thought + EchoPrompt
Q: Martha is planning her
Christmas party. She invited
2 families with 6 people and
3 families with 4 people. 8
people couldn’t come due to
illness, and 1/4 that number
had previous commitments.
How many people show up
for Martha’s party?

A: Martha invited 2 families with 6
people and 3 families with 4 people.
That is 2 x 6 + 3 x 4 = 24 + 12 = 36
people. 8 people couldn’t come due
to illness, and 1/4 that number had
previous commitments. So 8 + 8/4
= 8 + 2 = 10 people couldn’t come.
So 36 - 10 = 26 people showed up.
The answer is 26. ✗ (Calculation
error)

x3A: Rewriting in simple words, the question is: “Given that
Martha invited 2 families with 6 people and 3 families with
4 people, and 8 people couldn’t come due to illness, and 1/4
that number had previous commitments, how many people show
up for Martha’s party?" Now, to answer the rewritten question,
Martha invited 2 families with 6 people and 3 families with 4
people. That is 2 x 6 + 3 x 4 = 12 + 12 = 24 people. 8 people
couldn’t come due to illness. 1/4 that number had previous
commitments. So 1/4 of 8 is 2. So 2 people had previous
commitments. So 24 - 8 - 2 = 14 people show up for Martha’s
party. The answer is 14. ✓

Q: Solo has to read 4 pages
from his Science textbook,
20 pages from his Social
Studies textbook, 7 pages
from his History textbook
and 8 pages from his Geog-
raphy textbook. Solo read
15 pages on Monday. If he
has 4 more days to complete
all his reading, how many
pages does he need to read,
on average, in one day?

A: Solo has to read 4 + 20 + 7 + 8 =
39 pages. He has 4 days to complete
all his reading. So he has to read 39
/ 4 = 9.75 pages per day. The answer
is 9.75. ✗ (1-Step missing error)

A:Rewriting in simple words, the question is: “Given that Solo
has to read 4 pages from his Science textbook, 20 pages from
his Social Studies textbook, 7 pages from his History textbook
and 8 pages from his Geography textbook, and he read 15 pages
on Monday, and he has 4 more days to complete all his reading,
how many pages does he need to read, on average, in one day?"
Now, to answer the rewritten question, Solo has to read 4 + 20
+ 7 + 8 = 39 pages. He read 15 pages on Monday. So he has
39 - 15 = 24 pages left. He has 4 more days to complete all his
reading. So he has to read 24 / 4 = 6 pages per day. The answer
is 6. ✓

Q: Rose bought five
dozens of eggs for
2.40adozen.Shewillsellitfor1
for 3 eggs. How much will
be Rose’s profit?

A: Rose bought 5 dozens of eggs for
2.40 dollars each. So she spent 5 x
2.40 = 12 dollars. She will sell it for
1 dollar for 3 eggs. So she will get
12 dollars for 4 eggs. So she will get
12 / 4 = 3 dollars for each egg. So
she will get 3 x 12 = 36 dollars. So
her profit is 36 - 12 = 24 dollars. The
answer is 24. ✗ (Symbol-mapping
error)

A: Rewriting in simple words, the question is:
“Given that Rose bought five dozens of eggs for
2.40adozen, andshewillsellitfor1 for 3 eggs, how much will
be Rose’s profit?" Now, to answer the rewritten question, Rose
bought 5 dozens of eggs for 2.40 dollars each. So she spent 5 x
2.40 = 12 dollars. She will sell it for 1 dollar for 3 eggs. So she
will get 12 / 3 = 4 dollars for each dozen. So she will get 5 x 4 =
20 dollars. So her profit is 20 - 12 = 8 dollars. The answer is 8.
✓

Q: Adam has $100 and
wants to spend it to open
a rock stand. He can buy
rocks for $5 each and sell
them for $7 each. If he in-
vests all his money in the
rock stand but only sells
60% of his inventory, how
much money does he lose?

A: Adam has 100 dollars. He can
buy rocks for 5 dollars each. He can
sell them for 7 dollars each. He in-
vests all his money in the rock stand.
He sells 60% of his inventory. He
loses money.✗ (Generic error)

A: Rewriting in simple words, the question is: “Given that Adam
has $100 and wants to spend it to open a rock stand, and he
can buy rocks for $5 each and sell them for $7 each, and he
invests all his money in the rock stand but only sells 60% of his
inventory, how much money does he lose?" Now, to answer the
rewritten question, Adam has 100 dollars. He can buy rocks for
5 dollars each. So he can buy 100 / 5 = 20 rocks. He can sell
them for 7 dollars each. So he can sell 20 x 7 = 140 dollars worth
of rocks. But he only sells 60% of his inventory. So he sells 60%
of 140 dollars, which is 140 * 0.6 = 84 dollars worth of rocks.
He loses 100 - 84 = 16 dollars. The answer is 16.✓

Q: Mark has $50 in his bank
account. He earns $10 per
day at his work. If he wants
to buy a bike that costs $300,
how many days does Mark
have to save his money?

A: Mark has 50 dollars. He earns 10
dollars per day. So he can save 50
+ 10 = 60 dollars per day. 300 / 60
= 5. The answer is 5.✗ (Reasoning
error)

A: Rewriting in simple words, the question is: “Given that Mark
has $50 in his bank account, he earns $10 per day at his work,
and he wants to buy a bike that costs $300, how many days does
Mark have to save his money?" Now, to answer the rewritten
question, Mark has 50 dollars. He earns 10 dollars per day. So
he needs 300 - 50 = 250 dollars more. He earns 10 dollars per
day. So he needs 250 / 10 = 25 days. The answer is 25.✓

Table 11: Error-analysis (GSM8K) Table shows examples from GSM8K dataset where EchoPrompt makes correct
predictions
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Query chain-of-thought chain-of-thought + EchoPrompt
Q: There are 88 candies
in a box. Lisa has 18
candies in a bag. Diana
takes 6 candies out of the
box. How many candies
are left in the box?

A: There were 88 candies in the box.
Lisa had 18 candies in a bag. So there
were 88 - 18 = 70 candies left in the
box. After Diana took 6 candies, there
were 70 - 6 = 64 candies left. The
answer is 64. ✗ (Symbol-mapping
error)

A: Rewriting in simple words, the question is:
“Given that there are 88 candies in a box, Lisa has
18 candies in a bag, and Diana takes 6 candies out
of the box, how many candies are left in the box?"
Now, to answer the rewritten question, There are 88
candies in the box. Diana takes 6 candies out of the
box. So there are 88 - 6 = 82 candies left in the box.
The answer is 82. ✓

Q: Joyce has 8 eggs.
Marie gives Joyce 6 more.
Later, Joyce buys 13
erasers at the store. How
many eggs does Joyce
have in all?

A: Joyce started with 8 eggs. Marie
gave her 6 more. So she has 8 + 6 = 14
eggs. Then she bought 13 erasers. So
she has 14 - 13 = 1 egg. The answer is
1. ✗ (Symbol-mapping error)

A: Rewriting in simple words, the question is:
“Given that Joyce has 8 eggs, Marie gives Joyce
6 more, and Joyce buys 13 erasers at the store, how
many eggs does Joyce have in all?" Now, to answer
the rewritten question, Joyce started with 8 eggs.
Marie gave her 6 more. So she has 8 + 6 = 14 eggs.
She bought 13 erasers. So she has 14 eggs and 13
erasers. The answer is 14. ✓

Table 12: Error-analysis (SingleOp) Table shows examples from SingleOp dataset where EchoPrompt makes
correct predictions

Query chain-of-thought chain-of-thought + EchoPrompt
Q: Ten stalls have 20
cows each. Mr. Sylas
buys 40 cows and divides
them equally, putting an
equal number of the new
cows into each of the
twenty stalls. How many
cows are in 8 of the stalls?

A: There are 10 stalls with 20
cows each. So there are 10 x
20 = 200 cows. Mr. Sylas buys
40 more cows. So there are 200
+ 40 = 240 cows. If he divides
them equally, then there are 240
/ 10 = 24 cows in each stall. 8 of
the stalls will have 8 x 24 = 192
cows. The answer is 192. ✓

Rewriting in simple words, the question is: “Given that
there are 10 stalls with 20 cows each, and Mr. Sylas
buys 40 cows and divides them equally, putting an equal
number of the new cows into each of the 20 stalls, how
many cows are in 8 of the stalls?" Now, to answer the
rewritten question, There are 10 stalls with 20 cows each.
So there are 10 x 20 = 200 cows. Mr. Sylas buys 40 more
cows. So there are 200 + 40 = 240 cows. If he divides
them equally, then each stall will have 240 / 20 = 12 cows.
So 8 stalls will have 8 x 12 = 96 cows. The answer is 96.
✗ (Symbol-mapping error)

Q: Jen works for 7.5
hours a day 6 days a week.
Her hourly rate is $1.5.
Jen also receives an addi-
tional $10 if she has com-
plete attendance. Sup-
pose Jen did not incur any
absences for April, and
there are exactly 4 weeks
in April, how much will
she receive?

A: Jen works 7.5 hours a day for
6 days a week. So she works 7.5
* 6 = 45 hours a week. There are
4 weeks in April. So she works
45 * 4 = 180 hours in April. She
gets $1.5 per hour. So she gets
180 * 1.5 = 270 dollars. She
also gets $10 for complete atten-
dance. So she gets 270 + 10 =
280 dollars. The answer is 280.
✓

Rewriting in simple words, the question is: “Given that
Jen works for 7.5 hours a day 6 days a week, her hourly
rate is $1.5, and she receives an additional $10 if she has
complete attendance, and she did not incur any absences
for April, and there are exactly 4 weeks in April, how
much will she receive?" Now, to answer the rewritten
question, Jen works 7.5 hours a day 6 days a week. So
she works 7.5 * 6 = 45 hours a week. She gets $1.5 per
hour. So she gets $1.5 * 45 = $67.5 per week. She gets
an additional $10 if she has complete attendance. So she
gets $67.5 + $10 = $77.5 per week. There are 4 weeks in
April. So she gets $77.5 * 4 = $310 for April. The answer
is $310. ✗ (Calculation error)

Q: Max plans to watch
two movies this week-
end. The first movie is 1
hour and 30 minutes long
while the second movie
is 2 hours and 5 minutes
long. How many minutes
will it take Max to watch
the two movies?

A: The first movie is 1 hour and
30 minutes. The second movie
is 2 hours and 5 minutes. So the
total time is 1 hour and 30 min-
utes plus 2 hours and 5 minutes.
That is 3 hours and 35 minutes.
3 hours and 35 minutes is 3 * 60
+ 35 = 215 minutes. The answer
is 215. ✓

A: Rewriting in simple words, the question is: “Given that
Max plans to watch two movies this weekend, the first
movie is 1 hour and 30 minutes long while the second
movie is 2 hours and 5 minutes long, how many minutes
will it take Max to watch the two movies?" Now, to answer
the rewritten question, The first movie is 1 hour and 30
minutes long. The second movie is 2 hours and 5 minutes
long. So the total time is 1 hour and 30 minutes plus 2
hours and 5 minutes. That is 1 hour and 30 minutes plus 2
hours and 5 minutes. That is 3 hours and 35 minutes. The
answer is 3 hours and 35 minutes. ✗ (Format error)

Table 13: Error-analysis (GSM8K) Table shows examples from GSM8K dataset where EchoPrompt makes
in-correct predictions.
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Q: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done,
there will be 21 trees. How many trees did the grove workers plant today?
A: Rewriting in simple words, the question is: “Given that there are currently 15 trees in the grove, and
after the grove workers plant some more trees, there will be 21 trees, how many trees did the grove
workers plant today?"
Now, to answer the rewritten question, There are 15 trees originally. Then there were 21 trees after some
more were planted. So there must have been 21 - 15 = 6. The answer is 6.
Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
A: Rewriting in simple words, the question is: “Given that there are currently 3 cars in the parking lot,
and 2 more cars arrive, how many cars are in the parking lot now?"
Now, to answer the rewritten question, There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5. The
answer is 5.
Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in
total?
A: Rewriting in simple words, the question is: “Given that Leah had 32 chocolates and her sister had 42,
and they ate a total of 35 pieces, how many pieces of chocolate do they have left in total?"
Now, to answer the rewritten question, Originally, Leah had 32 chocolates. Her sister had 42. So in total
they had 32 + 42 = 74. After eating 35, they had 74 - 35 = 39. The answer is 39.
Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: Rewriting in simple words, the question is: “Given that Jason had 20 lollipops, and after giving some
to Denny, he ended up with 12 lollipops, how many lollipops did Jason give to Denny?"
Now, to answer the rewritten question, Jason started with 20 lollipops. Then he had 12 after giving some
to Denny. So he gave Denny 20 - 12 = 8. The answer is 8.
Q: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does
he have now?
A: Rewriting in simple words, the question is: “Given that Shawn had five toys and received two toys
each from both his mom and dad for Christmas, how many toys does Shawn have now?"
Now, to answer the rewritten question, Shawn started with 5 toys. If he got 2 toys each from his mom and
dad, then that is 4 more toys. 5 + 4 = 9. The answer is 9.
Q: There were nine computers in the server room. Five more computers were installed each day, from
monday to thursday. How many computers are now in the server room?
A: Rewriting in simple words, the question is: “Given that there were initially 9 computers in the server
room, and 5 more computers were installed each day from Monday to Thursday, how many computers are
now in the server room?"
Now, to answer the rewritten question, There were originally 9 computers. For each of 4 days, 5 more
computers were added. So 5 * 4 = 20 computers were added. 9 + 20 is 29. The answer is 29.
Q: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many
golf balls did he have at the end of wednesday?
A: Rewriting in simple words, the question is: “Given that Michael had 58 golf balls initially, he lost 23
golf balls on Tuesday, and then 2 more on Wednesday, how many golf balls did he have at the end of
Wednesday?"
Now, to answer the rewritten question, Michael started with 58 golf balls. After losing 23 on tuesday, he
had 58 - 23 = 35. After losing 2 more, he had 35 - 2 = 33 golf balls. The answer is 33.
Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
A: Rewriting in simple words, the question is: “Given that Olivia has $23 and bought five bagels for $3
each, how much money does she have left?"
Now, to answer the rewritten question, Olivia had 23 dollars. 5 bagels for 3 dollars each will be 5 x 3 = 15
dollars. So she has 23 - 15 dollars left. 23 - 15 is 8. The answer is 8.

Table 14: GSM8K, SVAMP, MultiArith, SingleOp Few-shot exemplars used for EchoPrompt with compound
sentence rephrasing
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Q: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done,
there will be 21 trees. How many trees did the grove workers plant today?
A: Rewriting in simple words, the question is: “How many trees did the grove workers plant today if there
are 15 trees in the grove and after they are done, there will be 21 trees?"
Now, to answer the rewritten question, There are 15 trees originally. Then there were 21 trees after some
more were planted. So there must have been 21 - 15 = 6. The answer is 6.
Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
A: Rewriting in simple words, the question is: “How many cars are in the parking lot if there are 3 cars in
the parking lot and 2 more cars arrive?"
Now, to answer the rewritten question, There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5. The
answer is 5.
Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in
total?
A: Rewriting in simple words, the question is: “How many chocolates do Leah and her sister have left if
they had 32 and 42 chocolates respectively, and they ate 35 chocolates in total?"
Now, to answer the rewritten question, Originally, Leah had 32 chocolates. Her sister had 42. So in total
they had 32 + 42 = 74. After eating 35, they had 74 - 35 = 39. The answer is 39.
Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: Rewriting in simple words, the question is: “How many lollipops did Jason give to Denny if Jason had
20 lollipops and now has 12 lollipops?"
Now, to answer the rewritten question, Jason started with 20 lollipops. Then he had 12 after giving some
to Denny. So he gave Denny 20 - 12 = 8. The answer is 8.
Q: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does
he have now?
A: Rewriting in simple words, the question is: “How many toys does Shawn have now if he had five toys
and for Christmas he got two toys each from his mom and dad?"
Now, to answer the rewritten question, Shawn started with 5 toys. If he got 2 toys each from his mom and
dad, then that is 4 more toys. 5 + 4 = 9. The answer is 9.
Q: There were nine computers in the server room. Five more computers were installed each day, from
monday to thursday. How many computers are now in the server room?
A: Rewriting in simple words, the question is: “How many computers are now in the server room if there
were nine computers in the server room and five more computers were installed each day from Monday to
Thursday?"
Now, to answer the rewritten question, There were originally 9 computers. For each of 4 days, 5 more
computers were added. So 5 * 4 = 20 computers were added. 9 + 20 is 29. The answer is 29.
Q: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many
golf balls did he have at the end of wednesday?
A: Rewriting in simple words, the question is: “How many golf balls did Michael have at the end of
wednesday if he had 58 golf balls and lost 23 golf balls on tuesday and 2 more on wednesday?"
Now, to answer the rewritten question, Michael started with 58 golf balls. After losing 23 on tuesday, he
had 58 - 23 = 35. After losing 2 more, he had 35 - 2 = 33 golf balls. The answer is 33.
Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
A: Rewriting in simple words, the question is: “How much money does Olivia have left if she has $23 and
buys five bagels for $3 each?"
Now, to answer the rewritten question, Olivia had 23 dollars. 5 bagels for 3 dollars each will be 5 x 3 = 15
dollars. So she has 23 - 15 dollars left. 23 - 15 is 8. The answer is 8.

Table 15: GSM8K, SVAMP, MultiArith, SingleOp Few-shot exemplars used for EchoPrompt with question first
rephrasing
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Q: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done,
there will be 21 trees. How many trees did the grove workers plant today?
A: Rewriting in simple words, the question is: “There are 15 trees in the grove. Grove workers will plant
trees in the grove today. After they are done, there will be 21 trees. How many trees did the grove workers
plant today?"
Now, to answer the rewritten question, There are 15 trees originally. Then there were 21 trees after some
more were planted. So there must have been 21 - 15 = 6. The answer is 6.
Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
A: Rewriting in simple words, the question is: “There are three cars in the parking lot. Another two cars
arrive. How many cars are in the parking lot now?"
Now, to answer the rewritten question, There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5. The
answer is 5.
Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in
total?
A: Rewriting in simple words, the question is: “Leah and her sister had a total of 32 and 42 chocolates.
They ate 35 chocolates. How many chocolates do they have left in total?"
Now, to answer the rewritten question, Originally, Leah had 32 chocolates. Her sister had 42. So in total
they had 32 + 42 = 74. After eating 35, they had 74 - 35 = 39. The answer is 39.
Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: Rewriting in simple words, the question is: “Jason had 20 lollipops. He gave some lollipops to Denny.
Now Jason has 12 lollipops. How many lollipops did Jason give to Denny?"
Now, to answer the rewritten question, Jason started with 20 lollipops. Then he had 12 after giving some
to Denny. So he gave Denny 20 - 12 = 8. The answer is 8.
Q: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does
he have now?
A: Rewriting in simple words, the question is: “Shawn has five toys. For Christmas, he got two toys each
from his mom and dad. How many toys does he have now?"
Now, to answer the rewritten question, Shawn started with 5 toys. If he got 2 toys each from his mom and
dad, then that is 4 more toys. 5 + 4 = 9. The answer is 9.
Q: There were nine computers in the server room. Five more computers were installed each day, from
monday to thursday. How many computers are now in the server room?
A: Rewriting in simple words, the question is: “There were nine computers in the server room. Five more
computers were installed each day, from monday to thursday. How many computers are now in the server
room?"
Now, to answer the rewritten question, There were originally 9 computers. For each of 4 days, 5 more
computers were added. So 5 * 4 = 20 computers were added. 9 + 20 is 29. The answer is 29.
Q: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many
golf balls did he have at the end of wednesday?
A: Rewriting in simple words, the question is: “Michael started with 58 golf balls. On tuesday, he lost 23
golf balls. On wednesday, he lost 2 more. How many golf balls does he have at the end of wednesday?"
Now, to answer the rewritten question, Michael started with 58 golf balls. After losing 23 on tuesday, he
had 58 - 23 = 35. After losing 2 more, he had 35 - 2 = 33 golf balls. The answer is 33.
Q: Olivia has 23.Sheboughtfivebagelsfor3 each. How much money does she have left?
A: Rewriting in simple words, the question is: “Olivia has 23.Shebought5bagelsfor3 each. How much
money does she have left?"
Now, to answer the rewritten question, Olivia had 23 dollars. 5 bagels for 3 dollars each will be 5 x 3 = 15
dollars. So she has 23 - 15 dollars left. 23 - 15 is 8. The answer is 8.

Table 16: GSM8K, SVAMP, MultiArith, SingleOp Few-shot exemplars used for EchoPrompt with simple sentence
rephrasing

417



Q: John found that the average of 15 numbers is 40. If 10 is added to each number then the mean of the
numbers is?
Answer Choices: (a) 50 (b) 45 (c) 65 (d) 78 (e) 64
A: Rewriting in simple words, the question is: “Given that the average of 15 numbers is 40, and 10 is
added to each number, what is the mean of the numbers?"
Now, to answer the rewritten question, If 10 is added to each number, then the mean of the numbers also
increases by 10. So the new mean would be 50. The answer is (a).
Q: If a / b = 3/4 and 8a + 5b = 22,then find the value of a.
Answer Choices: (a) 1/2 (b) 3/2 (c) 5/2 (d) 4/2 (e) 7/2
A: Rewriting in simple words, the question is: “Given that a / b = 3/4 and 8a + 5b = 22, what is the value
of a?"
Now, to answer the rewritten question, If a / b = 3/4, then b = 4a / 3. So 8a + 5(4a / 3) = 22. This simplifies
to 8a + 20a / 3 = 22, which means 44a / 3 = 22. So a is equal to 3/2. The answer is (b).
Q: A person is traveling at 20 km/hr and reached his destiny in 2.5 hr then find the distance?
Answer Choices: (a) 53 km (b) 55 km (c) 52 km (d) 60 km (e) 50 km
A: Rewriting in simple words, the question is: “Given that a person is traveling at 20 km/hr and reached
his destiny in 2.5 hr, what is the distance?"
Now, to answer the rewritten question, The distance that the person traveled would have been 20 km/hr *
2.5 hrs = 50 km. The answer is (e).
Q: How many keystrokes are needed to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480 (d) 1562 (e) 1788
A: Rewriting in simple words, the question is: “Given that the numbers from 1 to 500 need to be typed,
how many keystrokes are needed?"
Now, to answer the rewritten question, There are 9 one-digit numbers from 1 to 9. There are 90 two-digit
numbers from 10 to 99. There are 401 three-digit numbers from 100 to 500. 9 + 90(2) + 401(3) = 1392.
The answer is (b).

Table 17: AQuA, MMLU-h Few-shot exemplars used for EchoPrompt with compound sentence rephrasing
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Q: Four years ago, Kody was only half as old as Mohamed. If Mohamed is currently twice 30 years old,
how old is Kody?
A: Rewriting in simple words, the question is: “Given that Mohamed is twice 30 years old currently, and
four years ago, Kody was only half Mohamed’s age, what is the current age of Kody?"
Now, to answer the rewritten question, We were told that Mohamed is currently twice 30 years old, so he
is currently 30 * 2 = 60 years old. That means that four years ago he must have been 60 - 4 = 56 years old.
Four years ago, Kody was half as old as Mohamed, so Kody must have been 56 / 2 = 28 years old then.
Since Kody was 28 years old four years ago, she must now be 28 + 4 = 32 years old. The answer is 32.
Q: Carla bought 2 bags of mini peanut butter cups on clearance. Each bag was $6.00 but was 75% off.
How much did she spend on 2 bags of candy?
A: Rewriting in simple words, the question is: “Given that Carla bought two bags of mini peanut butter
cups on clearance for $6.00 each and each bag was discounted by 75%, what was the total amount she
spent on both bags of candy?"
Now, to answer the rewritten question, Each bag was $6.00 but was 75% off. So each bag cost $6.00 * (1 -
0.75) = $6.00 * 0.25 = $1.50. Carla bought 2 bags. So she spent $1.50 * 2 = $3.00. The answer is 3.
Q: If Pam is currently twice as young as Rena is, and in 10 years Rena will be 5 years older than her, how
old is Pam now?
A: Rewriting in simple words, the question is: “Given that Pam is currently twice as young as Rena and
that in 10 years Rena will be 5 years older than Pam, how old is Pam now?"
Now, to answer the rewritten question, Since Rena will be 5 years older than Pam in 10 years, she must be
5 years older than Pam now as well. If Pam is currently twice as young as Rena, that means that Rena
is currently twice as old as Pam is. So if P stands for Pam’s age now and R stands for Rena’s age now,
then we know that R = 2 * P And since Rena is 5 years older than Pam now, we know that R = P + 5. By
substitution, we have P + 5 = 2 * P, which means that P = 5. The answer is 5.
Q: Cappuccinos cost $2, iced teas cost $3, cafe lattes cost $1.5 and espressos cost $1 each. Sandy orders
some drinks for herself and some friends. She orders three cappuccinos, two iced teas, two cafe lattes,
and two espressos. How much change does she receive back for a twenty-dollar bill?
A: Rewriting in simple words, the question is: “Given that Sandy ordered three cappuccinos at $2 each,
two iced teas at $3 each, two cafe lattes at $1.5 each, and two espressos at $1 each, and paid with a
twenty-dollar bill, what amount of change will she receive?"
Now, to answer the rewritten question, Sandy ordered three cappuccinos, which cost $2 each, so she
spent $2 * 3 = $6 on cappuccinos. She ordered two iced teas, which cost $3 each, so she spent $3 * 2 =
$6 dollars on ice teas. She ordered two cafe lattes, which cost $1.5 each, so she spent $1.5 * 2 = $3 on
cafe lattes. She ordered two espressos, which cost $1 each, so she spent $1 * 2 = $2 on espressos. So
altogether, Sandy spent $6 + $6 + $3 + $2 = $17 on drinks, which means that sandy will get $20 - $17 =
$3 as change. The answer is 3.

Table 18: GSM8K, SVAMP, MultiArith, SingleOp Few-shot exemplars demonstrating long reasoning chains,
used for EchoPrompt with compound sentence rephrasing
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Q: Four years ago, Kody was only half as old as Mohamed. If Mohamed is currently twice 30 years old,
how old is Kody?
A: Rewriting in simple words, the question is: “What is Kody’s current age if four years ago he was half
as old as Mohamed, who is currently twice 30 years old?"
Now, to answer the rewritten question, We were told that Mohamed is currently twice 30 years old, so he
is currently 30 * 2 = 60 years old. That means that four years ago he must have been 60 - 4 = 56 years old.
Four years ago, Kody was half as old as Mohamed, so Kody must have been 56 / 2 = 28 years old then.
Since Kody was 28 years old four years ago, she must now be 28 + 4 = 32 years old. The answer is 32.
Q: Carla bought 2 bags of mini peanut butter cups on clearance. Each bag was $6.00 but was 75% off.
How much did she spend on 2 bags of candy?
A: Rewriting in simple words, the question is: “How much did Carla spend on two bags of mini peanut
butter cups that were on clearance for 75% off, if each bag cost $6.00?"
Now, to answer the rewritten question, Each bag was $6.00 but was 75% off. So each bag cost $6.00 * (1 -
0.75) = $6.00 * 0.25 = $1.50. Carla bought 2 bags. So she spent $1.50 * 2 = $3.00. The answer is 3.
Q: If Pam is currently twice as young as Rena is, and in 10 years Rena will be 5 years older than her, how
old is Pam now?
A: Rewriting in simple words, the question is: “What is Pam’s current age if Rena is twice as old as Pam
and in 10 years Rena will be 5 years older than Pam?"
Now, to answer the rewritten question, Since Rena will be 5 years older than Pam in 10 years, she must be
5 years older than Pam now as well. If Pam is currently twice as young as Rena, that means that Rena
is currently twice as old as Pam is. So if P stands for Pam’s age now and R stands for Rena’s age now,
then we know that R = 2 * P And since Rena is 5 years older than Pam now, we know that R = P + 5. By
substitution, we have P + 5 = 2 * P, which means that P = 5. The answer is 5.
Q: Cappuccinos cost $2, iced teas cost $3, cafe lattes cost $1.5 and espressos cost $1 each. Sandy orders
some drinks for herself and some friends. She orders three cappuccinos, two iced teas, two cafe lattes,
and two espressos. How much change does she receive back for a twenty-dollar bill?
A: Rewriting in simple words, the question is: “How much change will Sandy receive back for a twenty-
dollar bill if she orders three cappuccinos, two iced teas, two cafe lattes, and two espressos, and the
cappuccinos cost $2, iced teas cost $3, cafe lattes cost $1.5, and espressos cost $1 each?"
Now, to answer the rewritten question, Sandy ordered three cappuccinos, which cost $2 each, so she
spent $2 * 3 = $6 on cappuccinos. She ordered two iced teas, which cost $3 each, so she spent $3 * 2 =
$6 dollars on ice teas. She ordered two cafe lattes, which cost $1.5 each, so she spent $1.5 * 2 = $3 on
cafe lattes. She ordered two espressos, which cost $1 each, so she spent $1 * 2 = $2 on espressos. So
altogether, Sandy spent $6 + $6 + $3 + $2 = $17 on drinks, which means that sandy will get $20 - $17 =
$3 as change. The answer is 3.

Table 19: GSM8K, SVAMP, MultiArith, SingleOp Few-shot exemplars demonstrating long reasoning chains,
used for EchoPrompt with question first rephrasing
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Q: Four years ago, Kody was only half as old as Mohamed. If Mohamed is currently twice 30 years old,
how old is Kody?
A: Rewriting in simple words, the question is: “Four years ago, Kody’s age was half of Mohamed’s age.
Currently, Mohamed’s age is twice 30 years old. How old is Kody now?"
Now, to answer the rewritten question, We were told that Mohamed is currently twice 30 years old, so he
is currently 30 * 2 = 60 years old. That means that four years ago he must have been 60 - 4 = 56 years old.
Four years ago, Kody was half as old as Mohamed, so Kody must have been 56 / 2 = 28 years old then.
Since Kody was 28 years old four years ago, she must now be 28 + 4 = 32 years old. The answer is 32.
Q: Carla bought 2 bags of mini peanut butter cups on clearance. Each bag was $6.00 but was 75% off.
How much did she spend on 2 bags of candy?
A: Rewriting in simple words, the question is: “Carla noticed a sale on mini peanut butter cups. She
decided to buy two bags of the candy. The candy was discounted at 75% off the original cost of $6.00 per
bag. How much did Carla spend on the two bags of candy?"
Now, to answer the rewritten question, Each bag was $6.00 but was 75% off. So each bag cost $6.00 * (1 -
0.75) = $6.00 * 0.25 = $1.50. Carla bought 2 bags. So she spent $1.50 * 2 = $3.00. The answer is 3.
Q: If Pam is currently twice as young as Rena is, and in 10 years Rena will be 5 years older than her, how
old is Pam now?
A: Rewriting in simple words, the question is: “Currently, Pam is twice as young as Rena. In 10 years,
Rena will be 5 years older than Pam. So, how old is Pam now?"
Now, to answer the rewritten question, Since Rena will be 5 years older than Pam in 10 years, she must be
5 years older than Pam now as well. If Pam is currently twice as young as Rena, that means that Rena
is currently twice as old as Pam is. So if P stands for Pam’s age now and R stands for Rena’s age now,
then we know that R = 2 * P And since Rena is 5 years older than Pam now, we know that R = P + 5. By
substitution, we have P + 5 = 2 * P, which means that P = 5. The answer is 5.
Q: Cappuccinos cost $2, iced teas cost $3, cafe lattes cost $1.5 and espressos cost $1 each. Sandy orders
some drinks for herself and some friends. She orders three cappuccinos, two iced teas, two cafe lattes,
and two espressos. How much change does she receive back for a twenty-dollar bill?
A: Rewriting in simple words, the question is: “Sandy got three cappuccinos, two iced teas, two cafe
lattes, and two espressos. Cappuccinos cost $2, iced teas cost $3, cafe lattes cost $1.5 and espressos cost
$1 each. She paid with a twenty-dollar bill and received some change back. How much change did Sandy
receive?"
Now, to answer the rewritten question, Sandy ordered three cappuccinos, which cost $2 each, so she
spent $2 * 3 = $6 on cappuccinos. She ordered two iced teas, which cost $3 each, so she spent $3 * 2 =
$6 dollars on ice teas. She ordered two cafe lattes, which cost $1.5 each, so she spent $1.5 * 2 = $3 on
cafe lattes. She ordered two espressos, which cost $1 each, so she spent $1 * 2 = $2 on espressos. So
altogether, Sandy spent $6 + $6 + $3 + $2 = $17 on drinks, which means that sandy will get $20 - $17 =
$3 as change. The answer is 3.

Table 20: GSM8K, SVAMP, MultiArith, SingleOp Few-shot exemplars demonstrating long reasoning chains,
used for EchoPrompt with simple sentence rephrasing
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Q: The Seahawks played the San Francisco 49ers. In the first quarter, the Hawks RB Julius Jones got a
27-yard TD run, along with DT Craig Terrill returning a fumble 9 yards for a touchdown. In the third
quarter, the 49ers almost rallied as RB H. J. Torres made a 12-yard TD pass to Lucas Nelly, along with
Mare kicking a 32-yard field goal. In the final quarter, Julius Jones got another 11-yard TD. How many
yards do the shortest touchdown run and the longest touchdown pass combine for?
A: Rewriting in simple words, the question is: “Given that during the game between the Seattle Seahawks
and San Francisco 49ers, Julius Jones, the Seahawks’ RB, scored a 27-yard TD run in the first quarter,
and also got an 11-yard TD run in the final quarter, while DT Craig Terrill also contributed to the score by
returning a fumble for a 9-yard touchdown in the first quarter, and in the third quarter, the 49ers rallied as
RB H.J. Torres threw a 12-yard TD pass to Lucas Nelly, and Mare kicked a 32-yard field goal, what is the
sum of the shortest touchdown run and the longest touchdown pass in terms of yards?"
Now, to answer the rewritten question, All the touchdown runs are: a 27-yard touchdown run, a 9-yard
touchdown run, a 11-yard touchdown run. The smallest number among 27, 9, 11 is 9. So the shortest
touchdown run was 9 yards. All the touchdown passes are: a 12-yard touchdown pass. So the longest
touchdown pass was 12 yards. So the shortest touchdown run and the longest touchdown pass combine
for 9 + 12 = 21 yards. So the answer is 21.
Q: The Steelers went home for a duel with the Baltimore Ravens. Pittsburgh would deliver the opening
punch in the first quarter with a 1-yard touchdown from running back Rashard Mendenhall. The Ravens
would make it even as running back Willis McGahee got a 9-yard TD. The Ravens kicker Billy Cundiff
got a 45-yard field goal in the second quarter, concluding the first half with a 10-7 lead. The Steelers
brought the game into overtime with a 38-yard field goal by Andrew Foster. The Ravens Billy Cundiff
pulled off a winning 33-yard field goal in overtime. How many points did the Ravens have at halftime?
A: Rewriting in simple words, the question is: “Given that during the game between the Steelers and
Ravens, Rashard Mendenhall scored a 1-yard TD for the Steelers, while Willis McGahee scored a 9-yard
TD for the Ravens to tie the game, and in the second quarter, the Ravens’ Billy Cundiff kicked a 45-yard
field goal, the sum of which gave the Ravens a 10-7 lead at halftime, and the game was later tied in
regulation time with a 38-yard field goal by Andrew Foster for the Steelers, follwed by the Ravens
ultimately winning on a 33-yard field goal by Cundiff in overtime. What was the Ravens’ halftime score?"
Now, to answer the rewritten question, The Ravens kicker Billy Cundiff got a 45-yard field goal in the
second quarter, concluding the first half with a 10-7 lead. So the Ravens had 10 points at halftime. So the
answer is 10.
Q: The Vikings flew to Bank of America Stadium to face the Carolina Panthers. After a scoreless first
quarter, Carolina got on the board with quarterback Matt Moore finding fullback Brad Hoover on a 1-yard
TD pass. After yet another scoreless quarter, Carolina sealed the game as Matt Moore completed a 42-yard
touchdown pass to wide receiver Steve Smith. How many scoreless quarters were there?
A: Rewriting in simple words, the question is: “Given that during the game between the Vikings and
Panthers at Bank of America Stadium, the first quarter was scoreless, followed by Carolina scoring a
1-yard TD pass from Matt Moore to Brad Hoover in the second quarter, and another scoreless quarter
followed, and in the fourth quarter, Moore completed a 42-yard touchdown pass to Steve Smith, ultimately
securing the win for Carolina, then how many scoreless quarters were there in the game?"
Now, to answer the rewritten question, The first and third quarters were the scoreless quarters. So there
are 2 scoreless quarters. So the answer is 2.

Table 21: DROP-Football Few-shot exemplars used for EchoPrompt with compound sentence rephrasing
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Q: The Seahawks played the San Francisco 49ers. In the first quarter, the Hawks RB Julius Jones got a
27-yard TD run, along with DT Craig Terrill returning a fumble 9 yards for a touchdown. In the third
quarter, the 49ers almost rallied as RB H. J. Torres made a 12-yard TD pass to Lucas Nelly, along with
Mare kicking a 32-yard field goal. In the final quarter, Julius Jones got another 11-yard TD. How many
yards do the shortest touchdown run and the longest touchdown pass combine for?
A: Rewriting in simple words, the question is: “What is the combined total of the shortest touchdown run
and the longest touchdown pass in the Seahawks vs. 49ers game, where Julius Jones got a 27-yard TD
run, DT Craig Terrill returned a fumble 9 yards for a touchdown, RB H. J. Torres made a 12-yard TD pass
to Lucas Nelly, and Mare kicked a 32-yard field goal, and Julius Jones got another 11-yard TD?"
Now, to answer the rewritten question, All the touchdown runs are: a 27-yard touchdown run, a 9-yard
touchdown run, a 11-yard touchdown run. The smallest number among 27, 9, 11 is 9. So the shortest
touchdown run was 9 yards. All the touchdown passes are: a 12-yard touchdown pass. So the longest
touchdown pass was 12 yards. So the shortest touchdown run and the longest touchdown pass combine
for 9 + 12 = 21 yards. So the answer is 21.
Q: The Steelers went home for a duel with the Baltimore Ravens. Pittsburgh would deliver the opening
punch in the first quarter with a 1-yard touchdown from running back Rashard Mendenhall. The Ravens
would make it even as running back Willis McGahee got a 9-yard TD. The Ravens kicker Billy Cundiff
got a 45-yard field goal in the second quarter, concluding the first half with a 10-7 lead. The Steelers
brought the game into overtime with a 38-yard field goal by Andrew Foster. The Ravens Billy Cundiff
pulled off a winning 33-yard field goal in overtime. How many points did the Ravens have at halftime?
A: Rewriting in simple words, the question is: “What was the score of the Ravens at halftime in the
football game against the Pittsburgh Steelers, where the Steelers scored a 1-yard touchdown in the first
quarter through Rashard Mendenhall, the Ravens tied it with a 9-yard TD run by Willis McGahee, and
Billy Cundiff of the Ravens made a 45-yard field goal in the second quarter to give the Ravens a 10-7 lead
going into halftime, before the Steelers tied it with a 38-yard field goal by Andrew Foster and eventually
lost in overtime to the Ravens’ 33-yard field goal by Billy Cundiff?"
Now, to answer the rewritten question, The Ravens kicker Billy Cundiff got a 45-yard field goal in the
second quarter, concluding the first half with a 10-7 lead. So the Ravens had 10 points at halftime. So the
answer is 10.
Q: The Vikings flew to Bank of America Stadium to face the Carolina Panthers. After a scoreless first
quarter, Carolina got on the board with quarterback Matt Moore finding fullback Brad Hoover on a 1-yard
TD pass. After yet another scoreless quarter, Carolina sealed the game as Matt Moore completed a 42-yard
touchdown pass to wide receiver Steve Smith. How many scoreless quarters were there?
A: Rewriting in simple words, the question is: “How many scoreless quarters were there in the football
game between the Minnesota Vikings and the Carolina Panthers, where Carolina scored a 1-yard TD pass
from quarterback Matt Moore to fullback Brad Hoover in the second quarter and sealed the game with a
42-yard touchdown pass to wide receiver Steve Smith in the fourth quarter?"
Now, to answer the rewritten question, The first and third quarters were the scoreless quarters. So there
are 2 scoreless quarters. So the answer is 2.

Table 22: DROP-Football Few-shot exemplars used for EchoPrompt with question first rephrasing
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Q: The Seahawks played the San Francisco 49ers. In the first quarter, the Hawks RB Julius Jones got a
27-yard TD run, along with DT Craig Terrill returning a fumble 9 yards for a touchdown. In the third
quarter, the 49ers almost rallied as RB H. J. Torres made a 12-yard TD pass to Lucas Nelly, along with
Mare kicking a 32-yard field goal. In the final quarter, Julius Jones got another 11-yard TD. How many
yards do the shortest touchdown run and the longest touchdown pass combine for?
A: Rewriting in simple words, the question is: “During a game between the Seattle Seahawks and San
Francisco 49ers, Julius Jones, the Seahawks’ RB, scored a 27-yard TD run in the first quarter, and also
got an 11-yard TD run in the final quarter. DT Craig Terrill also contributed to the score by returning a
fumble for a 9-yard touchdown in the first quarter. In the third quarter, the 49ers rallied as RB H.J. Torres
threw a 12-yard TD pass to Lucas Nelly, and Mare kicked a 32-yard field goal. What is the sum of the
shortest touchdown run and the longest touchdown pass in terms of yards?"
Now, to answer the rewritten question, All the touchdown runs are: a 27-yard touchdown run, a 9-yard
touchdown run, a 11-yard touchdown run. The smallest number among 27, 9, 11 is 9. So the shortest
touchdown run was 9 yards. All the touchdown passes are: a 12-yard touchdown pass. So the longest
touchdown pass was 12 yards. So the shortest touchdown run and the longest touchdown pass combine
for 9 + 12 = 21 yards. So the answer is 21.
Q: The Steelers went home for a duel with the Baltimore Ravens. Pittsburgh would deliver the opening
punch in the first quarter with a 1-yard touchdown from running back Rashard Mendenhall. The Ravens
would make it even as running back Willis McGahee got a 9-yard TD. The Ravens kicker Billy Cundiff
got a 45-yard field goal in the second quarter, concluding the first half with a 10-7 lead. The Steelers
brought the game into overtime with a 38-yard field goal by Andrew Foster. The Ravens Billy Cundiff
pulled off a winning 33-yard field goal in overtime. How many points did the Ravens have at halftime?
A: Rewriting in simple words, the question is: “During a game between the Steelers and Ravens, Rashard
Mendenhall scored a 1-yard TD for the Steelers, while Willis McGahee scored a 9-yard TD for the Ravens
to tie the game. In the second quarter, the Ravens’ Billy Cundiff kicked a 45-yard field goal, giving the
Ravens a 10-7 lead at halftime. The game was tied in regulation time with a 38-yard field goal by Andrew
Foster for the Steelers. In overtime, the Ravens ultimately won on a 33-yard field goal by Cundiff. What
was the Ravens’ halftime score?"
Now, to answer the rewritten question, The Ravens kicker Billy Cundiff got a 45-yard field goal in the
second quarter, concluding the first half with a 10-7 lead. So the Ravens had 10 points at halftime. So the
answer is 10.
Q: The Vikings flew to Bank of America Stadium to face the Carolina Panthers. After a scoreless first
quarter, Carolina got on the board with quarterback Matt Moore finding fullback Brad Hoover on a 1-yard
TD pass. After yet another scoreless quarter, Carolina sealed the game as Matt Moore completed a 42-yard
touchdown pass to wide receiver Steve Smith. How many scoreless quarters were there?
A: Rewriting in simple words, the question is: “During a game between the Vikings and Panthers at Bank
of America Stadium, the first quarter was scoreless. In the second quarter, Carolina scored a 1-yard TD
pass from Matt Moore to Brad Hoover. Another scoreless quarter followed, and in the fourth quarter,
Moore completed a 42-yard touchdown pass to Steve Smith, securing the win for Carolina. How many
scoreless quarters were there in the game?"
Now, to answer the rewritten question, The first and third quarters were the scoreless quarters. So there
are 2 scoreless quarters. So the answer is 2.

Table 23: DROP-Football Few-shot exemplars used for EchoPrompt with simple sentence rephrasing
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Q: For the period 2011-15, the estimated median annual income for a household in the town was $48,059,
and the median income for a family was $96,005. Male full-time workers had a median income of $64,750
versus $39,278 for females. The per capita income for the town was $18,905. About 8.7% of families and
34.7% of the population were below the poverty line, including 18.2% of those under age 18 and 4.5% of
those age 65 or over. How many percent of the population is not living below the poverty line?
A: Rewriting in simple words, the question is: “Given that for the period 2011-15, a household in the
town had an estimated median annual income of $48,059, and a family had a median income of $96,005,
while male full-time workers had a median income of $64,750 versus $39,278 for females, and the per
capita income for the town was $18,905, with about 8.7% of families and 34.7% of the population living
below the poverty line, including 18.2% of those under age 18 and 4.5% of those age 65 or over, what
percent of the population is not living below the poverty line?"
Now, to answer the rewritten question, The population is 34.7% below the poverty line. So the population
is 100 - 34.7 = 65.3% not below the poverty line. The answer is 65.3.
Q: As of the census of 2010, there were 2,213 people, 870 households, and 563 families residing in the
town. There were 902 housing units. The racial makeup of the town was 82.0% White (U.S. Census),
6.1% African American (U.S. Census), 0.1% Native American (U.S. Census), 5.7% Asian (U.S. Census),
0.1% Race (U.S. Census), 2.8% from Race (U.S. Census), and 3.2% from two or more races. Hispanic
(U.S. Census) or Latino (U.S. Census) of any race were 6.4% of the population. How many more people
are there than housing units?
A: Rewriting in simple words, the question is: “Given that according to the 2010 census, there were 2,213
individuals residing in the town and living in 870 households, which consisted of 563 families, while
there were 902 housing units in total, and the town’s ethnic composition was 82.0% White, 6.1% African
American, 0.1% Native American, 5.7% Asian, 0.1% from another race, 2.8% from two or more races,
and 3.2% identifying as Hispanic or Latino, regardless of their race, how many individuals exceed the
number of housing units in the town?"
Now, to answer the rewritten question, There are 2,213 and 902 housing units. So the difference is 2,213 -
902 = 1,311. The answer is 1,311.
Q: In the city, the population was spread out with 28.1% under the age of 18, 9.2% from 18 to 24, 26.2%
from 25 to 44, 21.4% from 45 to 64, and 15.1% who were 65 years of age or older. The median age was
36 years. For every 100 females, there were 83.5 males. For every 100 females age 18 and over, there
were 77.7 males. For every 100 females age 18 and over, how many fewer males were there?
A: Rewriting in simple words, the question is: “Given that in the city, 28.1% of the population was under
the age of 18, 9.2% were aged 18 to 24, 26.2% were aged 25 to 44, 21.4% were aged 45 to 64, and 15.1%
were 65 years of age or older, with a median age of 36 years, and for every 100 females, there were 83.5
males, how many fewer males were there for every 100 females age 18 and over, considering that there
were 77.7 males for every 100 females age 18 and over?"
Now, to answer the rewritten question, For every 100 females age 18 and over, there were 77.7 males. So
for every 100 females, there were 77.7 males. There were 83.5 males. So 100 - 77.7 = 22.3 males. The
answer is 22.3.

Table 24: DROP Census Few-shot exemplars used for EchoPrompt with compound sentence rephrasing
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Q: For the period 2011-15, the estimated median annual income for a household in the town was $48,059,
and the median income for a family was $96,005. Male full-time workers had a median income of $64,750
versus $39,278 for females. The per capita income for the town was $18,905. About 8.7% of families and
34.7% of the population were below the poverty line, including 18.2% of those under age 18 and 4.5% of
those age 65 or over. How many percent of the population is not living below the poverty line?
A: Rewriting in simple words, the question is: “What percentage of the population is not living below
the poverty line if the estimated median annual income for a household in the town was $48,059, and the
median income for a family was $96,005. Male full-time workers had a median income of $64,750 versus
$39,278 for females. The per capita income for the town was $18,905. About 8.7% of families and 34.7%
of the population were below the poverty line, including 18.2% of those under age 18 and 4.5% of those
age 65 or over?"
Now, to answer the rewritten question, The population is 34.7% below the poverty line. So the population
is 100 - 34.7 = 65.3% not below the poverty line. The answer is 65.3.
Q: As of the census of 2010, there were 2,213 people, 870 households, and 563 families residing in the
town. There were 902 housing units. The racial makeup of the town was 82.0% White (U.S. Census),
6.1% African American (U.S. Census), 0.1% Native American (U.S. Census), 5.7% Asian (U.S. Census),
0.1% Race (U.S. Census), 2.8% from Race (U.S. Census), and 3.2% from two or more races. Hispanic
(U.S. Census) or Latino (U.S. Census) of any race were 6.4% of the population. How many more people
are there than housing units?
A: Rewriting in simple words, the question is: “How many people surpass the number of housing units in
the town if as of the census conducted in 2010, the town accommodated 2,213 individuals, who dwelled
in 870 households, comprising 563 families. Meanwhile, the housing units were measured at 902. For
the town’s ethnic composition, 82.0% identified as White, 6.1% as African American, 0.1% as Native
American, 5.7% as Asian, 0.1% as belonging to another race, 2.8% were from two or more races, and
3.2% identified as Hispanic or Latino, regardless of their race?"
Now, to answer the rewritten question, There are 2,213 and 902 housing units. So the difference is 2,213 -
902 = 1,311. The answer is 1,311.
Q: In the city, the population was spread out with 28.1% under the age of 18, 9.2% from 18 to 24, 26.2%
from 25 to 44, 21.4% from 45 to 64, and 15.1% who were 65 years of age or older. The median age was
36 years. For every 100 females, there were 83.5 males. For every 100 females age 18 and over, there
were 77.7 males. For every 100 females age 18 and over, how many fewer males were there?
A: Rewriting in simple words, the question is: “How many fewer males were there in the city for every
100 females age 18 and over, if the population was spread out with 28.1% under the age of 18, 9.2% from
18 to 24, 26.2% from 25 to 44, 21.4% from 45 to 64, and 15.1% who were 65 years of age or older, and
the median age was 36 years, and for every 100 females, there were 83.5 males?"
Now, to answer the rewritten question, For every 100 females age 18 and over, there were 77.7 males. So
for every 100 females, there were 77.7 males. There were 83.5 males. So 100 - 77.7 = 22.3 males. The
answer is 22.3.

Table 25: DROP Census Few-shot exemplars used for EchoPrompt with question first rephrasing
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Q: For the period 2011-15, the estimated median annual income for a household in the town was $48,059,
and the median income for a family was $96,005. Male full-time workers had a median income of $64,750
versus $39,278 for females. The per capita income for the town was $18,905. About 8.7% of families and
34.7% of the population were below the poverty line, including 18.2% of those under age 18 and 4.5% of
those age 65 or over. How many percent of the population is not living below the poverty line?
A: Rewriting in simple words, the question is: “For the period between 2011-15, the estimated median
annual income for a household in the town was $48,059, and the median income for a family was $96,005.
Male full-time workers had a median income of $64,750, while females had a median income of $39,278.
The per capita income for the town was $18,905. Approximately 8.7% of families and 34.7% of the
population were living below the poverty line, including 18.2% of those under the age of 18 and 4.5% of
those over the age of 65. How many percent of the population is not living below the poverty line?"
Now, to answer the rewritten question, The population is 34.7% below the poverty line. So the population
is 100 - 34.7 = 65.3% not below the poverty line. The answer is 65.3.
Q: As of the census of 2010, there were 2,213 people, 870 households, and 563 families residing in the
town with 902 housing units. The racial makeup of the town was 82.0% White (U.S. Census), 6.1%
African American (U.S. Census), 0.1% Native American (U.S. Census), 5.7% Asian (U.S. Census), 0.1%
Race (U.S. Census), 2.8% from Race (U.S. Census), and 3.2% from two or more races. Hispanic (U.S.
Census) or Latino (U.S. Census) of any race were 6.4% of the population. How many more people are
there than housing units?
A: Rewriting in simple words, the question is: “According to the census of 2010, the town had a population
of 2,213 people, with 902 housing units available. The racial makeup of the town was 82.0% White, 6.1%
African American, 0.1% Native American, 5.7% Asian, 0.1% of another race, 2.8% from two or more
races, and 3.2% from some other race. Hispanic or Latino of any race were 6.4% of the population. How
many more people are there than housing units?"
Now, to answer the rewritten question, There are 2,213 and 902 housing units. So the difference is 2,213 -
902 = 1,311. The answer is 1,311.
Q: In the city, the population was spread out with 28.1% under the age of 18, 9.2% from 18 to 24, 26.2%
from 25 to 44, 21.4% from 45 to 64, and 15.1% who were 65 years of age or older. The median age was
36 years. For every 100 females, there were 83.5 males. For every 100 females age 18 and over, there
were 77.7 males. For every 100 females age 18 and over, how many fewer males were there?
A: Rewriting in simple words, the question is: “The city’s population was spread out with 28.1% under 18,
9.2% between 18-24, 26.2% between 25-44, 21.4% between 45-64, and 15.1% who were 65 or older. The
median age was 36 years. For every 100 females, there were 83.5 males, and for every 100 females 18 and
over, there were 77.7 males. For every 100 females age 18 and over, how many fewer males were there?"
Now, to answer the rewritten question, For every 100 females age 18 and over, there were 77.7 males. So
for every 100 females, there were 77.7 males. There were 83.5 males. So 100 - 77.7 = 22.3 males. The
answer is 22.3.

Table 26: DROP Census Few-shot exemplars used for EchoPrompt with simple sentence rephrasing
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Q: Since the 1970s, U.S. governments have negotiated managed-trade agreements, such as the North
American Free Trade Agreement in the 1990s, the Dominican Republic-Central America Free Trade
Agreement in 2006, and a number of bilateral agreements. In Europe, six countries formed the European
Coal and Steel Community in 1951 which became the European Economic Community in 1958. Two
core objectives of the EEC were the development of a common market, subsequently renamed the single
market, and establishing a customs union between its member states. How many years did the European
Coal and Steel Community exist?
A: Rewriting in simple words, the question is: “Given that U.S. governments have negotiated managed-
trade agreements since the 1970s, such as the North American Free Trade Agreement in the 1990s and the
Dominican Republic-Central America Free Trade Agreement in 2006, and that in Europe, six countries
formed the European Coal and Steel Community in 1951 which later became the European Economic
Community in 1958 with the objectives of developing a common market and establishing a customs union
between its member states, how long did the European Coal and Steel Community exist?" Now, to answer
the rewritten question, According to the passage, the European Coal and Steel Community was established
in 1951 and became the EEC in 1958. 1958 - 1951 = 7. So the answer is 7.
Q: In the county, the population was spread out with 23.50% under the age of 18, 8.70% from 18 to 24,
29.70% from 25 to 44, 24.70% from 45 to 64, and 13.30% who were 65 years of age or older. How many
more percent are under the age of 18 compared to the 18 to 24 group?
A: Rewriting in simple words, the question is: “Given that in the county, the population was spread out
with 23.50% under the age of 18, 8.70% from 18 to 24, 29.70% from 25 to 44, 24.70% from 45 to 64,
and 13.30% who were 65 years of age or older, what is the difference between the percentage of people
under the age of 18 and the percentage of people from 18 to 24?" Now, to answer the rewritten question,
According to the passage, 23.5% are under the age of 18, and 8.7% are from ages 18 to 24. 23.5% - 8.7%
= 14.8%. So the answer is 14.8.
Q: Playing in their second straight Thanksgiving game, the Eagles struggled especially on defense, where
they were unable to stop the much-hyped Lions offense. The worst of it all was how unproven rookie Eric
Rowe was tasked with covering wide receiver Calvin Johnson, leading to Johnson catching 3 touchdowns.
Stafford’s five passing touchdowns, including three of them to Johnson was too much for the Eagles to
overcome and for the second consecutive time this season, the Eagles gave up 45 points in a game. With
the loss, the Eagles drop to 4-7 on the season and 6-1 when playing on Thanksgiving. How many TD
passes did Stafford throw other than to Jhonson?
A: Rewriting in simple words, the question is: “Given that playing in their second straight Thanksgiving
game, the Eagles struggled especially on defense, where they were unable to stop the much-hyped Lions
offense, and that the worst of it all was how unproven rookie Eric Rowe was tasked with covering wide
receiver Calvin Johnson, leading to Johnson catching 3 touchdowns, and that Stafford’s five passing
touchdowns, including three of them to Johnson was too much for the Eagles to overcome and for the
second consecutive time this season, the Eagles gave up 45 points in a game, and that with the loss,
the Eagles drop to 4-7 on the season and 6-1 when playing on Thanksgiving, how many TD passes did
Stafford throw other than to Jhonson?" Now, to answer the rewritten question, According to the passage,
Stafford threw 5 TD passes, 3 of which were to Johnson. 5 - 3 = 2. So the answer is 2.

Table 27: DROP (Break, Non-football) subsets Few-shot exemplars used for EchoPrompt with compound sentence
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Q: Since the 1970s, U.S. governments have negotiated managed-trade agreements, such as the North
American Free Trade Agreement in the 1990s, the Dominican Republic-Central America Free Trade
Agreement in 2006, and a number of bilateral agreements. In Europe, six countries formed the European
Coal and Steel Community in 1951 which became the European Economic Community in 1958. Two
core objectives of the EEC were the development of a common market, subsequently renamed the single
market, and establishing a customs union between its member states. How many years did the European
Coal and Steel Community exist?
A: Rewriting in simple words, the question is: “How many years did the European Coal and Steel
Community exist, if it was formed in 1951 by six European countries and subsequently became the
European Economic Community in 1958, with two core objectives being the establishment of a customs
union between member states and the development of a common market? Also, noting that since the
1970s, the U.S. government has negotiated managed-trade agreements, including the North American
Free Trade Agreement in the 1990s, the Dominican Republic-Central America Free Trade Agreement in
2006, and several bilateral agreements?"
Now, to answer the rewritten question, According to the passage, the European Coal and Steel Community
was established in 1951 and became the EEC in 1958. 1958 - 1951 = 7. So the answer is 7.
Q: In the county, the population was spread out with 23.50% under the age of 18, 8.70% from 18 to 24,
29.70% from 25 to 44, 24.70% from 45 to 64, and 13.30% who were 65 years of age or older. How many
more percent are under the age of 18 compared to the 18 to 24 group?
A: Rewriting in simple words, the question is: “How much higher is the percentage of the population
under the age of 18 compared to the percentage of the population aged between 18 to 24, in the county
where the population is spread out with 23.50% under the age of 18, 8.70% from 18 to 24, 29.70% from
25 to 44, 24.70% from 45 to 64, and 13.30% who were 65 years of age or older?"
Now, to answer the rewritten question, According to the passage, 23.5% are under the age of 18, and 8.7%
are from ages 18 to 24. 23.5% - 8.7% = 14.8%. So the answer is 14.8.
Q: Playing in their second straight Thanksgiving game, the Eagles struggled especially on defense, where
they were unable to stop the much-hyped Lions offense. The worst of it all was how unproven rookie Eric
Rowe was tasked with covering wide receiver Calvin Johnson, leading to Johnson catching 3 touchdowns.
Stafford’s five passing touchdowns, including three of them to Johnson was too much for the Eagles to
overcome and for the second consecutive time this season, the Eagles gave up 45 points in a game. With
the loss, the Eagles drop to 4-7 on the season and 6-1 when playing on Thanksgiving. How many TD
passes did Stafford throw other than to Jhonson?
A: Rewriting in simple words, the question is: “How many TD passes did Stafford throw other than to
Jhonson, in a game where the Eagles struggled especially on defense, where they were unable to stop the
much-hyped Lions offense, and where the worst of it all was how unproven rookie Eric Rowe was tasked
with covering wide receiver Calvin Johnson, leading to Johnson catching 3 touchdowns? Also, noting that
Stafford’s five passing touchdowns, including three of them to Johnson was too much for the Eagles to
overcome and for the second consecutive time this season, the Eagles gave up 45 points in a game. With
the loss, the Eagles drop to 4-7 on the season and 6-1 when playing on Thanksgiving?"
Now, to answer the rewritten question, According to the passage, Stafford threw 5 TD passes, 3 of which
were to Johnson. 5 - 3 = 2. So the answer is 2.

Table 28: DROP (Break, Non-football) subsets Few-shot exemplars used for EchoPrompt with question first
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Q: Since the 1970s, U.S. governments have negotiated managed-trade agreements, such as the North
American Free Trade Agreement in the 1990s, the Dominican Republic-Central America Free Trade
Agreement in 2006, and a number of bilateral agreements. In Europe, six countries formed the European
Coal and Steel Community in 1951 which became the European Economic Community in 1958. Two
core objectives of the EEC were the development of a common market, subsequently renamed the single
market, and establishing a customs union between its member states. How many years did the European
Coal and Steel Community exist?
A: Rewriting in simple words, the question is: “The US government negotiated managed-trade agreements
since the 1970s. Some examples include the North American Free Trade Agreement in the 1990s, the
Dominican Republic-Central America Free Trade Agreement in 2006, and various bilateral agreements.
The European Coal and Steel Community was established in 1951 by six countries in Europe. It evolved
into the European Economic Community in 1958, with two primary goals of creating a common market
and a customs union between member states. What is the duration of the existence of the European Coal
and Steel Community?"
Now, to answer the rewritten question, According to the passage, the European Coal and Steel Community
was established in 1951 and became the EEC in 1958. 1958 - 1951 = 7. So the answer is 7.
Q: In the county, the population was spread out with 23.50% under the age of 18, 8.70% from 18 to 24,
29.70% from 25 to 44, 24.70% from 45 to 64, and 13.30% who were 65 years of age or older. How many
more percent are under the age of 18 compared to the 18 to 24 group?
A: Rewriting in simple words, the question is: “The county’s population was distributed into different
age groups. 23.50% under 18 years, 8.70% aged between 18 to 24, 29.70% between 25 to 44, 24.70%
between 45 to 64, and 13.30% were 65 years or older. What is the percentage difference between the
under-18 group and the 18 to 24 age group?"
Now, to answer the rewritten question, According to the passage, 23.5% are under the age of 18, and 8.7%
are from ages 18 to 24. 23.5% - 8.7% = 14.8%. So the answer is 14.8.
Q: Playing in their second straight Thanksgiving game, the Eagles struggled especially on defense, where
they were unable to stop the much-hyped Lions offense. The worst of it all was how unproven rookie Eric
Rowe was tasked with covering wide receiver Calvin Johnson, leading to Johnson catching 3 touchdowns.
Stafford’s five passing touchdowns, including three of them to Johnson was too much for the Eagles to
overcome and for the second consecutive time this season, the Eagles gave up 45 points in a game. With
the loss, the Eagles drop to 4-7 on the season and 6-1 when playing on Thanksgiving. How many TD
passes did Stafford throw other than to Jhonson?
A: Rewriting in simple words, the question is: “The Eagles played in their second straight Thanksgiving
game but struggled, especially on defense. They were unable to stop the Lions’ much-hyped offense,
and rookie Eric Rowe struggled to cover wide receiver Calvin Johnson, who caught three touchdowns.
Stafford threw five passing touchdowns, three of them to Johnson. The Eagles gave up 45 points for the
second consecutive time this season, resulting in a loss, bringing their record to 4-7 for the season. They
have a 6-1 record when playing on Thanksgiving. What is the number of TD passes thrown by Stafford,
other than to Johnson?"
Now, to answer the rewritten question, According to the passage, Stafford threw 5 TD passes, 3 of which
were to Johnson. 5 - 3 = 2. So the answer is 2.

Table 29: DROP (Break, Non-football) subsets Few-shot exemplars used for EchoPrompt with simple sentence
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Q: 2015 is coming in 36 hours. What is the date one week from today in MM/DD/YYYY?
A: Rewriting in simple words, the question is: “Given that 2015 is coming in 36 hours, what is the date
one week from today in MM/DD/YYYY?"
Now, to answer the rewritten question, If 2015 is coming in 36 hours, then it is coming in 2 days. 2 days
before 01/01/2015 is 12/30/2014, so today is 12/30/2014. So one week from today will be 01/05/2015. So
the answer is 01/05/2015.
Q: The first day of 2019 is a Tuesday, and today is the first Monday of 2019. What is the date today in
MM/DD/YYYY?
A: Rewriting in simple words, the question is: “Given that the first day of 2019 is a Tuesday and that
today is the first Monday of 2019, what is the date today in MM/DD/YYYY?"
Now, to answer the rewritten question, If the first day of 2019 was Tuesday, then 01/01/2019 was a
Tuesday. Today is the first monday, would be six days later. So today is 01/07/2019. So the answer is
01/07/2019.
Q: The concert was scheduled to be on 06/01/1943, but was delayed by one day to today. What is the date
10 days ago in MM/DD/YYYY?
A: Rewriting in simple words, the question is: “Given that the concert was scheduled to be on 06/01/1943,
but was delayed by one day to today, what is the date 10 days ago in MM/DD/YYYY?"
Now, to answer the rewritten question, One day after 06/01/1943 is 06/02/1943, so today is 06/02/1943.
10 days before today is 05/23/1943. So the answer is 05/23/1943.
Q: It is 4/19/1969 today. What is the date 24 hours later in MM/DD/YYYY?
A: Rewriting in simple words, the question is: “Given that it is 4/19/1969 today, what is the date 24 hours
later in MM/DD/YYYY?"
Now, to answer the rewritten question, Today is 04/19/1969. 24 hours later is one day after today, which
would be 04/20/1969. So the answer is 04/20/1969.
Q: Jane thought today is 3/11/2002, but today is in fact Mar 12, which is 1 day later. What is the date 24
hours later in MM/DD/YYYY?
A: Rewriting in simple words, the question is: “Given that Jane thought today is 3/11/2002, but today is
in fact Mar 12, which is 1 day later, what is the date 24 hours later in MM/DD/YYYY?"
Now, to answer the rewritten question, Today is 03/12/2002. So the date 24 hours later will be 03/13/2002.
So the answer is 03/13/2002.
Q: Jane was born on the last day of Feburary in 2001. Today is her 16-year-old birthday. What is the date
yesterday in MM/DD/YYYY?
A: Rewriting in simple words, the question is: “Given that Jane was born on the last day of Feburary in
2001 and that today is her 16-year-old birthday, what is the date yesterday in MM/DD/YYYY?"
Now, to answer the rewritten question, The last day of February is the 28th, so Jane was born on
02/28/2001. Today is her 16-year old birthday, so today is 02/28/2017. So yesterday was 02/27/2017. So
the answer is 02/27/2017.
Table 30: Date Understanding Few-shot exemplars used for EchoPrompt with compound sentence rephrasing
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Q: From the German point of view, March 1941 saw an improvement. The Luftwaffe flew 4,000 sorties
that month, including 12 major and three heavy attacks. The electronic war intensified but the Luftwaffe
flew major inland missions only on moonlit nights. Ports were easier to find and made better targets. To
confuse the British, radio silence was observed until the bombs fell. X- and Y-Ger¨at beams were placed
over false targets and switched only at the last minute. Rapid frequency changes were introduced for
X-Ger¨at, whose wider band of frequencies and greater tactical flexibility ensured it remained effective at
a time when British selective jamming was degrading the effectiveness of Y-Ger¨at. How many sorties
were flown in March 1941?
A: Rewriting in simple words, the question is: “Given that from the German point of view, March 1941
saw an improvement, and that the Luftwaffe flew 4,000 sorties that month, including 12 major and three
heavy attacks, and that the electronic war intensified but the Luftwaffe flew major inland missions only
on moonlit nights, and that ports were easier to find and made better targets, and that to confuse the
British, radio silence was observed until the bombs fell, and that X- and Y-Ger¨at beams were placed over
false targets and switched only at the last minute, and that rapid frequency changes were introduced for
X-Ger¨at, whose wider band of frequencies and greater tactical flexibility ensured it remained effective at
a time when British selective jamming was degrading the effectiveness of Y-Ger¨at, how many sorties
were flown in March 1941?"
Now, to answer the rewritten question, the answer is “4,000".
Q: At the 52nd Annual Grammy Awards, Beyoncé received ten nominations, including Album of the Year
for I Am... Sasha Fierce, Record of the Year for “Halo", and Song of the Year for “Single Ladies (Put a
Ring on It)", among others. She tied with Lauryn Hill for most Grammy nominations in a single year by a
female artist. In 2010, Beyoncé was featured on Lady Gaga’s single “Telephone" and its music video. The
song topped the US Pop Songs chart, becoming the sixth number-one for both Beyoncé and Gaga, tying
them with Mariah Carey for most number-ones since the Nielsen Top 40 airplay chart launched in 1992.
“Telephone" received a Grammy Award nomination for Best Pop Collaboration with Vocals. Beyonce
received how many nominations at the 52nd Annual Grammy Awards?
A: Rewriting in simple words, the question is: “Given that at the 52nd Annual Grammy Awards, Beyoncé
received ten nominations, including Album of the Year for I Am... Sasha Fierce, Record of the Year for
“Halo", and Song of the Year for “Single Ladies (Put a Ring on It)", among others, and that she tied with
Lauryn Hill for most Grammy nominations in a single year by a female artist, and that in 2010, Beyoncé
was featured on Lady Gaga’s single “Telephone" and its music video, and that the song topped the US Pop
Songs chart, becoming the sixth number-one for both Beyoncé and Gaga, tying them with Mariah Carey
for most number-ones since the Nielsen Top 40 airplay chart launched in 1992, and that “Telephone"
received a Grammy Award nomination for Best Pop Collaboration with Vocals, how many nominations
did Beyonce receive at the 52nd Annual Grammy Awards?"
Now, to answer the rewritten question, the answer is “ten".

Table 31: SQuAD Few-shot exemplars used for EchoPrompt with compound sentence rephrasing
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