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#### Abstract

Translate-test is a popular technique to improve the performance of multilingual language models. This approach works by translating the input into English using an external machine translation system before running inference. However, these improvements can be attributed to the use of a separate translation system, which is typically trained on large amounts of parallel data not seen by the language model. In this work, we introduce a new approach called self-translate that leverages the few-shot translation capabilities of multilingual language models. This allows us to analyze the effect of translation in isolation. Experiments over 5 tasks show that self-translate consistently outperforms direct inference, demonstrating that language models are unable to leverage their full multilingual potential when prompted in non-English languages. Our code is available at https: //github.com/juletx/self-translate.


## 1 Introduction

Multilingual autoregressive language models like XGLM (Lin et al., 2022), BLOOM (Scao et al., 2023) and PaLM (Chowdhery et al., 2022; Anil et al., 2023) have shown impressive capabilities on many tasks and languages. However, performance is usually lower for non-English languages, especially for low-resource ones (Ahuja et al., 2023). A common approach to mitigate this problem is to use translate-test, where the test data is translated into English using an external Machine Translation (MT) system, and then fed into the model. While primarily explored in the traditional pretrain/finetune paradigm (Ponti et al., 2021; Artetxe et al., 2023), early evidence has shown that translate-test can also bring sizeable improvements for few-shot learning with autoregressive language models (Shi et al., 2022).

However, translate-test relies on a separate MT system, which is usually trained on large amounts


Figure 1: XGLM results (average accuracy). We show that self-translate (using the model itself to translate the input into English) works better than using the original input in the non-English language.
of parallel data not seen by the primary model. In this paper, we investigate if the improvements from translate-test are solely due to the use of additional resources. To answer this question, we propose a new approach called self-translate, which leverages the few-shot translation capabilities of autoregressive language models (Vilar et al., 2023) instead of using an external system. More concretely, we prompt multilingual models to translate the input into English, and then feed the translated input to the same model to solve the task (Figure 2).

As shown in Figure 1, we find that self-translate works better than solving the task directly in the original language. This demonstrates that multilingual language models are unable to leverage their full potential when prompted in non-English languages. We find this phenomenon to be consistent across tasks, and more prominent for large models and high-resource languages. All in all, our work reveals an important limitation of multilingual language models, and prompts for future work to unleash their full potential without the need for


Figure 2: Direct inference (top) vs. self-translate (bottom). In direct inference (standard) the task is solved by prompting the model in the original language. In self-translate (proposed), we first translate the input into English by prompting the same model, and then solve the task in English.
intermediate inference steps.

## 2 Experimental settings

We next describe our experimental design, and report additional details in Appendix A.

Models. We experiment with 7 models from 2 families: the $564 \mathrm{M}, 1.7 \mathrm{~B}, 2.9 \mathrm{~B}$ and 7.5 B models from XGLM (Lin et al., 2022), and the 7B, 13B and 30B models from LLaMA (Touvron et al., 2023a). XGLM has a multilingual focus and covers many languages, but is smaller in size and lags behind recent models in English. In contrast, LLaMA is primarily trained on English and is much stronger in this language, while also showing some multilingual capabilities. Appendix B reports additional results for BLOOM (Scao et al., 2023), LLaMA 2 (Touvron et al., 2023b), OpenLLaMA (Geng and Liu, 2023), OpenLLaMA V2 (Geng and Liu, 2023), Redpajama (Computer, 2023) and PolyLM (Wei et al., 2023).

Methods. As shown in Figure 2, we compare two methods for each model: direct inference, where we feed the original (non-English) input to the model, and self-translate, where we first translate the input into English using the model itself, and
then feed this translated input to the same model to solve the task. For translation, we do 4 -shot prompting using examples from the FLORES-200 dataset (Costa-jussà et al., 2022), prepending each sentence with its corresponding language name. We select the first sentences from the development set, skipping those that are longer than 100 characters. We use greedy decoding and translate each field in the input (e.g., the premise and hypothesis in XNLI) separately. For analysis, we additionally compare self-translate to using an external state-of-the-art MT system. To that end, we use the 3.3B NLLB-200 model (Costa-jussà et al., 2022).

Evaluation. We use the following tasks for evaluation: XCOPA (Ponti et al., 2020), a common sense reasoning task in 11 languages; XStoryCloze (Lin et al., 2022), a common sense reasoning task in 11 languages; XNLI (Conneau et al., 2018), a natural language inference task in 15 languages; PAWS-X (Yang et al., 2019), a paraphrase identification task in 7 languages; and MGSM (Shi et al., 2022), a mathematical reasoning task with grade school problems in 11 languages. For MGSM, we do 8 -shot evaluation with a chain-of-thought prompt, and extract the answer using a regular expression. The rest of the tasks are not generative,

| Model | Size | Method | XStoryC | XCOPA | XNLI | PAWS-X | MGSM | Avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| XGLM | 0.6B | Direct | 53.5 | 54.9 | 39.4 | 48.4 | 1.7 | 39.6 |
|  |  | Self-translate | $52.8{ }_{(-0.8)}$ | $53.4{ }_{(-1.5)}$ | $41.5{ }_{(+2.1)}$ | $50.6{ }_{(+2.2)}$ | $1.4{ }_{(-0.3)}$ | $39.9{ }_{(+0.3)}$ |
|  | 1.7B | Direct | 56.5 | 57.1 | 41.9 | 50.7 | 1.7 | 41.6 |
|  |  | Self-translate | $55.9{ }_{(-0.6)}$ | $58.4{ }_{(+1.3)}$ | $44.9{ }_{(+3.0)}$ | $50.2{ }_{(-0.5)}$ | $1.7{ }_{(+0.0)}$ | $42.2{ }_{(+0.6)}$ |
|  | 2.9B | Direct | 58.2 | 58.5 | 43.0 | 50.8 | 1.4 | 42.4 |
|  |  | Self-translate | $58.2{ }_{(+0.0)}$ | $62.5{ }_{(+4.0)}$ | $46.2{ }_{(+3.2)}$ | $53.2{ }_{(+2.4)}$ | $1.6{ }_{(+0.2)}$ | $44.3{ }_{(+1.9)}$ |
|  | 7.5B | Direct | 59.9 | 60.6 | 44.0 | 51.6 | 0.8 | 43.4 |
|  |  | Self-translate | $60.9{ }_{(+1.0)}$ | $64.4{ }_{(+3.8)}$ | $48.9{ }_{(+4.9)}$ | $55.4{ }_{(+3.8)}$ | $0.1{ }_{(-0.7)}$ | $45.7{ }_{(+2.3)}$ |
| LLaMA | 7B | Direct | 53.6 | 53.9 | 37.1 | 53.2 | 5.0 | 40.6 |
|  |  | Self-translate | $\mathbf{5 5 . 8}_{(+2.2)}$ | $54.9{ }_{(+1.0)}$ | $43.0{ }_{(+5.9)}$ | $57.0{ }_{(+3.8)}$ | $6.1{ }_{(+1.1)}$ | $43.4{ }_{(+2.8)}$ |
|  | 13B | Direct | 54.8 | 54.7 | 34.2 | 49.5 | 7.4 | 40.1 |
|  |  | Self-translate | $57.7_{(+2.9)}$ | $56.5_{(+1.8)}$ | $35.1{ }_{(+0.9)}$ | $52.1_{(+2.6)}$ | $10.0{ }_{(+2.6)}$ | $42.3{ }_{(+2.2)}$ |
|  | 30B | Direct | 56.7 | 55.2 | 37.0 | 50.9 | 15.5 | 43.1 |
|  |  | Self-translate | $59.0{ }_{(+2.3)}$ | $58.4{ }_{(+3.2)}$ | $43.5{ }_{(+6.5)}$ | $55.6{ }_{(+4.7)}$ | $16.3{ }_{(+0.8)}$ | $46.6{ }_{(+3.5)}$ |

Table 1: Main results (accuracy). Task performance in terms of accuracy for different sizes of XGLM and LLaMA, using direct inference and self-translate. The last column shows the average accuracy over all tasks. We highlight the best results for each model and task in bold and show the difference between direct and self-translate.
so we feed each candidate in a zero-shot fashion and pick the one with the highest probability.

## 3 Results

Table 1 reports our main results, and Figure 1 visualizes the average accuracy of XGLM as a function of scale. Figure 3 compares the downstream performance and translation quality of self-translate and NLLB, grouped by low-resource and high-resource languages. Additional results are reported in Appendix B. We next summarize our main findings:

Self-translate outperforms direct inference. We find that self-translate works better than direct inference on average for all models. The results are also consistent across tasks, with only a few exceptions for the smaller XGLM models that can be explained by their lower translation capabilities. This proves that multilingual language models are more capable than immediately obvious in nonEnglish languages, but unveiling their full potential requires performing intermediate steps.

Multilingual language models do transfer capabilities across languages. One possible explanation for the previous finding is that language models acquire capabilities separately for each language, without any effective cross-lingual transfer. However, a closer comparison of LLaMA and XGLM refutes this hypothesis. In particular, we observe that LLaMA is much better than XGLM in MGSM despite being worse in other tasks. This is because MGSM is an emergent task (Wei et al., 2022), and

XGLM, being smaller and less capable, obtains near 0 accuracy. In contrast, LLaMA is more capable at solving math word problems, and it is able to leverage this capability even if prompted in other languages. The superior performance of self-translate shows that this cross-lingual transfer is not fully effective, but our results suggest that it does happen to a large extent.

Self-translate is more effective for high-resource languages and large models. Figure 1 shows that the gap between self-translate and direct inference gets larger at scale. Similarly, as shown by Table 1, it is the largest LLaMA model that obtains the biggest absolute gains over direct inference. At the same time, Figure 3 (top) shows that the effect of scale is bigger for high-resource languages and, for the largest model sizes, highresource languages benefit more from self-translate than low-resource languages. This suggests that the effectiveness of self-translate is not explained by the limited capacity of smaller models, and can be expected to increase at scale.

MT outperforms self-translate, but the gap narrows at scale. As shown by Figure 3 (top), NLLB performs better than self-translate, meaning that it can still be beneficial to use an external MT system. However, the gap narrows at scale, as the translation capabilities of the largest models approach NLLB (Figure 3, bottom). Given the recent claims that state-of-the-art multilingual language models are competitive with traditional MT systems (Vi-


Figure 3: Downstream (top) and MT (bottom) performance, grouped by low-resource (left) and high-resources (right) languages. For downstream, we report average accuracy over XStoryCloze, XCOPA and XNLI, which have the most language variety. Low- and high-resource languages follow Lin et al. (2022), merging the low and ex-low categories. For MT, we report COMET (Rei et al., 2022), using the target language text for each field in those datasets as the source, and the English text as the reference.
lar et al., 2023; Hendy et al., 2023), this suggests that stronger language models would not require an external MT system for best results.

## 4 Related work

Translate-test is a strong baseline in the traditional pretrain/finetune paradigm (Ponti et al., 2021; Artetxe et al., 2023). Early evidence shows that it is also effective for prompting autoregressive language models (Lin et al., 2022; Shi et al., 2022), as these models have irregular performance depending on the input language (Bang et al., 2023). Zhang et al. (2023b) propose a systematic way of qualifying the performance disparities of LLMs under multilingual settings, employing a novel back-translation-based prompting method. Recent work has shown that multilingual language models are good translators (Zhang et al., 2023a; Hendy et al., 2023; Vilar et al., 2023), which our ap-
proach exploits to replace the external MT system in translate-test. Concurrent to our work, Huang et al. (2023) propose a more complex prompting method that involves translating the input, but they only experiment with proprietary models and do not study the role of translation in isolation. Finally, Reid and Artetxe (2023) show that using synthetic parallel data from unsupervised MT can improve the performance of multilingual models, but they focus on pretraining seq2seq models.

## 5 Conclusion

We have proposed a new method called selftranslate, where we use a multilingual language model to translate the test data into English, and then feed the translated data to the same model to solve the task. Self-translate consistently outperfoms the standard direct inference approach, which directly feeds the test data in the original language.

Our approach does not involve any additional data or training, showing that language models are not able to leverage their full multilingual potential when prompted in non-English languages. In the future, we would like to explore training methods to mitigate this issue without the need of intermediate inference steps. Our code and data will be available upon acceptance.

## Limitations

Despite consistently outperforming direct inference, self-translate is substantially slower due to the cost of the translation step.

Our goal was to study a fundamental limitation of multilingual language models, and we decided to use base models to that end. In practice, instructiontuned models would remove the need for few-shot prompts and make self-translate more efficient, as well as enabling to translate and solve the task in a single step.

Finally, all the datasets that we use were created through (human) translation, which can result in evaluation artifacts for methods involving machine translation (Artetxe et al., 2020). A more realistic scenario would be to use datasets that are natively written in different languages, but such datasets are scarce and not standard for evaluating autoregressive language models.
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## A Experimental details

In this section, we report additional experimental details that cover the evaluation library, task descriptions and prompts.

## A. 1 Languages

We include all the languages available in each multilingual dataset, for a total of 27 languages. We divide the languages in three categories depending on the number of resources: high-resource, medium-resource and low-resource.

High-resource: Russian (ru), Chinese (zh), German (de), Spanish (es), French (fr), Japanese (ja).

Medium-resource: Italian (it), Portuguese (pt), Greek (el), Korean (ko), Finnish (fi), Indonesian (id), Turkish (tr), Arabic (ar), Vietnamese (vi), Thai (th), Bulgarian (bg), Catalan (ca).

Low-resource: Hindi (hi), Estonian (et), Bengali (bn), Tamil (ta), Urdu (ur), Swahili (sw), Telugu (te), Basque (eu), Burmese (my), Haitian Creole (ht), Quechua (qu).

## A. 2 Evaluation library

We use LM Evaluation Harness (Gao et al., 2021) for evaluation. There were no multilingual tasks in the library, so we decided to add them so that our results can be replicated and extended to more models. For self-translate and MT, we define another evaluation task that uses a different dataset format. We created a fork of the evaluation library that includes these additional tasks, which will be available upon acceptance. All the translations generated with self-translate and MT will also be published.

## A. 3 Prompts

For self-translate and MT, we used the same English prompts used in XGLM to evaluate most tasks (Table 2). For direct inference, we use multilingual prompts, which are already available in some datasets (e.g. MGSM). When multilingual prompts are not available, we create them by translating English prompts to each language, using Google Translate. Note that this is suboptimal because translations are generally not as good as native prompts. Another option would be to always use English prompts, but this is also unnatural because it adds English tokens in the middle of other languages. All the multilingual prompts are available in the evaluation library above.

## B Additional results

In this section, we report additional results that cover direct vs. self-translate, self-translate vs. MT, results by language and translation metrics.

## B. 1 Direct vs. self-translate

We include additional direct vs. self-translate results for BLOOM (Scao et al., 2023), LLaMA 2 (Touvron et al., 2023b), OpenLLaMA (Geng and Liu, 2023), OpenLLaMA V2 (Geng and Liu, 2023), Redpajama (Computer, 2023) and PolyLM (Wei et al., 2023). Similar to XGLM, BLOOM has a multilingual focus and covers many languages. The rest of the models are similar to LLaMA, which is primarily trained on English and is much stronger in this language, while also showing some multilingual capabilities. Table 3 shows the results as accuracy of the direct and self-translate methods
in all tasks for different models and sizes. Results resemble the ones obtained by XGLM and LLaMA in the main results, so we can conclude that selftranslate is consistent across different models.

## B. 2 Self-translate vs. MT

We include additional self-translate vs. MT results for XGLM (Lin et al., 2022) and LLaMA (Touvron et al., 2023a). Table 4 shows task accuracy for different sizes of these models, using self-translate inference and MT. The last column shows the average accuracy over all tasks.

## B. 3 Results by language

We include additional language results for XGLM (Lin et al., 2022) and LLaMA (Touvron et al., 2023a). Tables 5 to 9 show the results by language in different tasks, using different model sizes and the direct inference, self-translate, and MT methods. The last column shows the average accuracy over all languages except English.

## B. 4 Translation metrics

We obtain similar results with BLEU (Papineni et al., 2002) and COMET (Rei et al., 2022) metrics. We report the average COMET and BLEU scores across all languages for NLLB, XGLM, BLOOM and LLaMA in Tables 10 and 11.

## B. 5 Translation metrics by language

We report NLLB, XGLM, BLOOM and LLaMA COMET metrics for each language and task in Tables 12 to 16, and BLEU metrics in Tables 17 to 21 .

| Task | Template | Candidate Verbalizer |
| :---: | :--- | :---: |
| XCOPA | cause: $\{$ Sentence 1\} because [Mask] <br> effect: $\{$ Sentence 1\} therefore [Mask] | Identity |
| XStoryCloze | \{Context\} [Mask] | Identity |
| XNLI | \{Sentence 1\}, right? [Mask], \{Sentence 2\} | Entailment: Yes I Neutral: Also I Contradiction: No |
| PAWS-X | \{Sentence 1\}, right? [Mask], \{Sentence 2\} | True: Yes I False: No |
| MGSM | Question: \{Question\} Step-by-Step Answer: | None |

Table 2: Handcrafted English prompts for multilingual tasks. The identity function maps each candidate choice to itself. In the case of MGSM there is no verbalizer, because the model generates an answer that is extracted with a regular expression.

| Model | Size | Method | XStoryC | XCOPA | XNLI | PAWS-X | MGSM | Avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BLOOM | 0.6B | Direct | 52.9 | 54.0 | 36.6 | 49.3 | 1.7 | 38.9 |
|  |  | Self-translate | 52.9 | 51.0 | 41.4 | 48.4 | 1.5 | 39.0 |
|  | 1.7B | Direct | 55.2 | 55.1 | 39.2 | 47.0 | 2.3 | 39.8 |
|  |  | Self-translate | 55.5 | 54.7 | 41.9 | 48.0 | 1.8 | 40.4 |
|  | 3.0B | Direct | 56.4 | 56.1 | 39.8 | 49.4 | 2.0 | 40.7 |
|  |  | Self-translate | 57.2 | 56.7 | 44.1 | 52.1 | 2.1 | 42.4 |
|  | 7.1B | Direct | 58.2 | 56.9 | 40.7 | 50.2 | 3.2 | 41.8 |
|  |  | Self-translate | 59.3 | 59.7 | 45.4 | 54.4 | 3.1 | 44.4 |
| LLaMA 2 | 7B | Direct | 55.6 | 56.7 | 39.2 | 57.9 | 1.8 | 42.2 |
|  |  | Self-translate | 57.8 | 59.3 | 47.6 | 61.3 | 7.2 | 46.6 |
|  | 13B | Direct | 57.2 | 58.2 | 39.8 | 52.4 | 13.2 | 44.2 |
|  |  | Self-translate | 59.9 | 61.3 | 46.0 | 55.2 | 19.2 | 48.3 |
| RedPajama | 3B | Direct | 51.4 | 53.0 | 36.3 | 52.6 | 1.1 | 38.9 |
|  |  | Self-translate | 52.3 | 53.1 | 41.8 | 56.8 | 1.4 | 41.1 |
|  | 7B | Direct | 53.3 | 52.5 | 38.2 | 54.5 | 2.0 | 40.1 |
|  |  | Self-translate | 53.9 | 55.2 | 42.6 | 57.4 | 3.2 | 42.5 |
| OpenLLaMA | 3B | Direct | 51.0 | 52.4 | 35.7 | 48.4 | 1.1 | 37.7 |
|  |  | Self-translate | 53.4 | 52.5 | 39.7 | 53.1 | 1.9 | 40.1 |
|  | 7B | Direct | 52.4 | 52.9 | 37.0 | 51.8 | 1.9 | 39.2 |
|  |  | Self-translate | 55.5 | 53.9 | 43.1 | 56.9 | 3.6 | 42.6 |
|  | 13B | Direct | 53.8 | 54.0 | 38.6 | 52.7 | 3.5 | 40.5 |
|  |  | Self-translate | 55.4 | 56.0 | 44.2 | 58.0 | 5.3 | 43.8 |
| OpenLLaMA V2 | 3B | Direct | 52.2 | 53.7 | 36.8 | 49.0 | 2.2 | 38.8 |
|  |  | Self-translate | 54.5 | 55.6 | 43.4 | 52.8 | 3.0 | 41.9 |
|  | 7B | Direct | 53.9 | 54.4 | 38.2 | 52.3 | 3.6 | 40.5 |
|  |  | Self-translate | 55.7 | 56.9 | 44.6 | 56.2 | 5.7 | 43.8 |
| PolyLM | 1.7B | Direct | 51.8 | 54.3 | 37.4 | 48.2 | 1.4 | 38.6 |
|  |  | Self-translate | 52.6 | 53.2 | 40.6 | 49.4 | 1.6 | 39.5 |
|  | 13B | Direct | 56.3 | 58.9 | 41.4 | 55.0 | 4.4 | 43.2 |
|  |  | Self-translate | 57.4 | 60.4 | 45.6 | 57.3 | 5.3 | 45.2 |

Table 3: Direct vs. self-translate. Task accuracy for different sizes of BLOOM, OpenLLaMA, OpenLLaMA V2, Redpajama and PolyLM, using direct inference and self-translate. The last column shows the average accuracy over all tasks. We highlight the best results for each model and task in bold.

| Model | Size | Method | XStoryC | XCOPA | XNLI | PAWS-X | MGSM | Avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| XGLM | 0.6B | Self-translate | 52.8 | 53.4 | 41.5 | 50.6 | 1.4 | 39.9 |
|  |  | MT | 57.3 | 59.8 | 46.3 | 51.7 | 1.1 | 43.2 |
|  | 1.7B | Self-translate | 55.9 | 58.4 | 44.9 | 50.2 | 1.7 | 42.2 |
|  |  | MT | 60.7 | 62.3 | 47.4 | 51.2 | 2.3 | 44.8 |
|  | 2.9B | Self-translate | 58.2 | 62.5 | 46.2 | 53.2 | 1.6 | 44.3 |
|  |  | MT | 62.3 | 65.3 | 48.8 | 55.7 | 2.2 | 46.9 |
|  | 7.5B | Self-translate | 60.9 | 64.4 | 48.9 | 55.4 | 0.1 | 45.9 |
|  |  | MT | 63.6 | 66.3 | 50.7 | 57.4 | 0.0 | 47.6 |
| LLaMA | 7B | Self-translate | 55.8 | 54.9 | 43.0 | 57.0 | 6.1 | 43.4 |
|  |  | MT | 66.8 | 68.6 | 48.6 | 58.8 | 10.7 | 50.7 |
|  | 13B | Self-translate | 57.7 | 56.5 | 35.1 | 52.1 | 10.0 | 42.3 |
|  |  | MT | 68.1 | 70.4 | 35.1 | 54.2 | 16.5 | 48.9 |
|  | 30B | Self-translate | 59.0 | 58.4 | 43.5 | 55.6 | 16.3 | 46.6 |
|  |  | MT | 68.7 | 71.5 | 46.1 | 55.9 | 28.6 | 54.2 |

Table 4: Self-translate vs. MT. Task accuracy for different sizes of XGLM and LLaMA, using self-translate and MT. The last column shows the average accuracy over all tasks. We highlight the best results for each model and task in bold.

| Model | Size | Method | ar | en | es | eu | hi | id | my | ru | sw | te | zh | avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| XGLM | 0.6B | Direct | 50.1 | 60.6 | 55.1 | 53.1 | 52.3 | 54.0 | 51.5 | 56.2 | 53.1 | 55.9 | 53.3 | 53.5 |
|  |  | Self-translate | 52.2 |  | 53.1 | 54.0 | 53.5 | 53.6 | 52.3 | 53.9 | 52.1 | 53.0 | 50.0 | 52.8 |
|  |  | MT | 58.1 | - | 57.2 | 55.7 | 57.4 | 57.9 | 55.2 | 58.8 | 56.5 | 59.5 | 56.8 | 57.3 |
|  | 1.7B | Direct | 52.5 | 64.3 | 59.2 | 56.1 | 55.8 | 58.0 | 53.8 | 59.8 | 56.0 | 58.0 | 56.2 | 56.5 |
|  |  | Self-translate | 55.4 |  | 58.4 | 54.3 | 55.1 | 57.1 | 55.5 | 58.4 | 55.3 | 54.8 | 54.9 | 55.9 |
|  |  | MT | 61.9 | - | 60.4 | 58.3 | 61.7 | 61.4 | 57.8 | 62.7 | 60.0 | 61.3 | 61.6 | 60.7 |
|  | 2.9B | Direct | 53.9 | 67.3 | 61.0 | 56.3 | 57.5 | 61.4 | 55.2 | 62.2 | 56.7 | 60.0 | 57.6 | 58.2 |
|  |  | Self-translate | 56.3 |  | 61.3 | 56.9 | 58.3 | 60.4 | 57.6 | 59.7 | 57.9 | 56.3 | 57.8 | 58.2 |
|  |  | MT | 63.0 | - | 63.2 | 61.2 | 63.3 | 62.9 | 58.8 | 64.7 | 60.0 | 62.8 | 63.0 | 62.3 |
|  | 7.5B | Direct | 56.2 | 69.8 | 64.1 | 57.7 | 58.8 | 62.9 | 57.1 | 63.5 | 59.3 | 60.2 | 58.9 | 59.9 |
|  |  | Self-translate | 60.7 | _ | 63.8 | 59.8 | 61.3 | 62.9 | 57.8 | 64.4 | 60.0 | 57.6 | 60.4 | 60.9 |
|  |  | MT | 64.3 | - | 64.7 | 63.1 | 64.9 | 63.4 | 60.3 | 65.9 | 61.4 | 63.3 | 65.0 | 63.6 |
| LLaMA | 7B | Direct | 48.3 | 74.8 | 65.1 | 50.1 | 52.7 | 52.1 | 48.7 | 61.4 | 50.4 | 52.9 | 54.3 | 53.6 |
|  |  | Self-translate | 52.2 |  | 68.0 | 50.0 | 51.9 | 56.5 | 50.2 | 66.8 | 50.6 | 51.4 | 60.4 | 55.8 |
|  |  | MT | 67.7 | - | 68.4 | 65.4 | 68.5 | 68.3 | 62.5 | 70.1 | 64.3 | 65.5 | 67.2 | 66.8 |
|  | 13B | Direct | 49.7 | 77.3 | 69.4 | 50.7 | 52.3 | 55.3 | 47.8 | 63.4 | 49.9 | 53.3 | 56.5 | 54.8 |
|  |  | Self-translate | 55.2 |  | 72.1 | 50.8 | 53.7 | 59.3 | 51.8 | 70.4 | 48.4 | 51.8 | 63.2 | 57.7 |
|  |  | MT | 68.6 | - | 70.0 | 66.4 | 70.0 | 69.0 | 62.8 | 71.7 | 66.0 | 67.7 | 69.1 | 68.1 |
|  | 30B | Direct | 50.9 | 78.2 | 70.8 | 51.4 | 56.7 | 59.2 | 48.8 | 66.7 | 50.6 | 53.2 | 58.6 | 56.7 |
|  |  | Self-translate | 56.4 |  | 74.0 | 48.8 | 60.2 | 62.6 | 51.0 | 71.4 | 48.9 | 49.9 | 67.0 | 59.0 |
|  |  | MT | 70.0 | _ | 71.5 | 66.6 | 70.0 | 69.3 | 63.6 | 73.3 | 67.0 | 66.9 | 69.0 | 68.7 |

Table 5: XGLM and LLaMA results on XStoryCloze for each language. We show task accuracy for different sizes of these models, using direct inference self-translate and MT. The last column shows the average accuracy over all languages except English.

| Model | Size | Method | et | ht | id | it | qu | sw | ta | th | tr | vi | zh | avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| XGLM | 0.6B | Direct | 55.6 | 55.0 | 57.2 | 53.8 | 49.2 | 53.2 | 56.2 | 55.2 | 54.4 | 58.4 | 55.6 | 54.9 |
|  |  | Self-translate | 52.2 | 54.2 | 59.4 | 51.8 | 50.0 | 52.6 | 55.0 | 55.2 | 55.2 | 51.8 | 50.4 | 53.4 |
|  |  | MT | 60.0 | 61.0 | 60.4 | 61.8 | 50.4 | 59.4 | 61.6 | 58.8 | 62.4 | 61.8 | 60.2 | 59.8 |
|  | 1.7B | Direct | 56.8 | 55.8 | 64.6 | 54.0 | 52.2 | 56.6 | 55.2 | 58.2 | 53.4 | 63.0 | 58.0 | 57.1 |
|  |  | Self-translate | 59.0 | 57.0 | 60.6 | 60.0 | 50.8 | 57.8 | 58.8 | 58.4 | 60.8 | 61.0 | 58.4 | 58.4 |
|  |  | MT | 65.6 | 62.8 | 63.4 | 65.6 | 50.4 | 62.2 | 63.8 | 61.0 | 63.8 | 64.0 | 62.6 | 62.3 |
|  | 2.9B | Direct | 58.2 | 55.8 | 66.8 | 60.2 | 50.2 | 58.8 | 54.2 | 57.0 | 56.6 | 65.2 | 60.0 | 58.5 |
|  |  | Self-translate | 64.4 | 65.2 | 64.8 | 64.2 | 52.0 | 62.2 | 59.4 | 60.8 | 62.0 | 65.4 | 67.4 | 62.5 |
|  |  | MT | 69.2 | 65.4 | 67.2 | 70.8 | 51.0 | 64.8 | 65.2 | 64.0 | 66.4 | 67.2 | 67.0 | 65.3 |
|  | 7.5B | Direct | 61.2 | 57.4 | 69.4 | 63.6 | 48.8 | 60.0 | 54.4 | 59.4 | 58.4 | 70.2 | 63.8 | 60.6 |
|  |  | Self-translate | 66.8 | 64.6 | 66.8 | 68.4 | 51.0 | 62.8 | 65.6 | 62.8 | 65.4 | 65.2 | 68.6 | 64.4 |
|  |  | MT | 71.8 | 64.8 | 67.6 | 72.8 | 50.4 | 66.8 | 67.4 | 62.0 | 69.8 | 68.6 | 67.6 | 66.3 |
| LLaMA | 7B | Direct | 48.8 | 51.0 | 54.6 | 62.0 | 51.4 | 50.8 | 55.2 | 55.8 | 55.6 | 51.6 | 56.2 | 53.9 |
|  |  | Self-translate | $54.2$ | $51.2$ | 59.4 | 73.8 | 48.4 | 52.8 | 47.6 | 50.8 | 51.6 | 47.8 | 66.0 | 54.9 |
|  |  | MT | 72.6 | 68.2 | 71.0 | 75.4 | 52.2 | 67.4 | 70.2 | 62.2 | 72.6 | 71.2 | 71.6 | 68.6 |
|  | 13B | Direct | 48.2 | 52.8 | 57.8 | 67.2 | 50.2 | 51.2 | 54.4 | 54.6 | 53.0 | 53.8 | 58.4 | 54.7 |
|  |  | Self-translate | 51.8 | 51.4 | 62.8 | 75.8 | 51.6 | 49.4 | 51.2 | 51.4 | 56.6 | 49.2 | 69.8 | 56.5 |
|  |  | MT | 73.2 | 70.0 | 72.8 | 76.8 | 51.6 | 70.2 | 71.8 | 64.8 | 73.2 | 75.2 | 75.2 | 70.4 |
|  | 30B | Direct | 47.2 | 51.8 | 60.6 | 71.4 | 49.4 | 52.4 | 53.2 | 54.6 | 52.2 | 52.4 | 62.2 | 55.2 |
|  |  | Self-translate | 50.4 | 53.0 | 68.0 | 79.0 | 49.4 | 50.2 | 52.8 | 48.6 | 59.8 | 58.4 | 73.2 | 58.4 |
|  |  | MT | 75.2 | 71.2 | 73.2 | 80.6 | 52.6 | 70.6 | 72.2 | 64.6 | 74.2 | 75.0 | 76.8 | 71.5 |

Table 6: XGLM and LLaMA results on XCOPA for each language. We show task accuracy for different sizes of these models, using direct inference self-translate and MT. The last column shows the average accuracy over all languages.

| Model | Size | Method | ar | bg | de | el | en | es | fr | hi | ru | sw | th | tr | ur | vi | zh | avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| XGLM | 0.6B | Direct | 33.4 | 41.3 | 44.5 | 39.6 | 48.3 | 42.0 | 45.5 | 38.7 | 44.6 | 36.1 | 38.8 | 40.2 | 34.5 | 38.5 | 33.5 | 39.4 |
|  |  | Self-translate | 40.2 | 43.9 | 43.9 | 42.2 |  | 43.3 | 43.3 | 41.4 | 43.0 | 39.0 | 41.9 | 40.6 | 40.6 | 41.5 | 35.8 | 41.5 |
|  |  | MT | 46.9 | 47.1 | 46.6 | 46.6 |  | 47.5 | 46.5 | 45.6 | 45.7 | 45.6 | 46.3 | 46.4 | 43.8 | 46.8 | 47.1 | 46.3 |
|  | 1.7B | Direct | 33.5 | 44.7 | 45.3 | 40.1 | 49.7 | 43.6 | 45.7 | 42.6 | 46.0 | 42.0 | 41.7 | 43.0 | 39.5 | 45.0 | 33.8 | 41.9 |
|  |  | Self-translate | 44.2 | 46.8 | 47.0 | 46.1 |  | 45.9 | 46.8 | 44.1 | 45.7 | 43.8 | 44.0 | 42.7 | 42.0 | 44.7 | 44.3 | 44.9 |
|  |  | MT | 47.3 | 47.8 | 48.8 | 48.1 |  | 48.5 | 48.6 | 47.1 | 47.2 | 45.9 | 46.5 | 48.3 | 44.2 | 48.6 | 47.3 | 47.4 |
|  | 2.9B | Direct | 33.7 | 46.0 | 48.3 | 41.4 | 51.1 | 46.7 | 45.0 | 44.0 | 45.3 | 44.4 | 42.0 | 45.0 | 40.1 | 46.0 | 34.8 | 43.0 |
|  |  | Self-translate | 43.9 | 48.1 | 48.4 | 47.3 |  | 48.2 | 48.5 | 44.1 | 46.5 | 44.8 | 45.8 | 45.2 | 42.4 | 46.6 | 46.7 | 46.2 |
|  |  | MT | 48.9 | 49.5 | 50.0 | 49.4 |  | 50.5 | 50.0 | 48.5 | 47.9 | 47.7 | 47.5 | 48.6 | 45.4 | 49.6 | 49.0 | 48.8 |
|  | 7.5B | Direct | 33.4 | 44.9 | 49.0 | 40.7 | 53.9 | 47.7 | 46.9 | 47.2 | 46.3 | 45.8 | 43.7 | 46.3 | 42.1 | 46.3 | 35.4 | 44.0 |
|  |  | Self-translate | 47.0 | 51.6 | 50.4 | 50.7 |  | 51.8 | 51.6 | 46.8 | 50.0 | 47.3 | 47.4 | 47.5 | 44.5 | 48.9 | 48.6 | 48.9 |
|  |  | MT | 50.6 | 51.8 | 51.8 | 51.6 | - | 52.8 | 52.1 | 51.0 | 50.5 | 48.7 | 48.6 | 51.8 | 46.9 | 50.2 | 51.2 | 50.7 |
| LLaMA | 7B | Direct | 33.6 | 37.0 | 44.8 | 34.9 | 51.1 | 40.6 | 43.8 | 36.1 | 39.4 | 33.7 | 34.5 | 35.6 | 33.4 | 35.6 | 36.2 | 37.1 |
|  |  | Self-translate | 40.7 | 48.7 | 50.6 | 43.5 | _ | 49.8 | 49.5 | 39.7 | 48.0 | 34.8 | 36.3 | 38.0 | 36.4 | 39.9 | 46.1 | 43.0 |
|  |  | MT | 48.6 | 49.3 | 49.9 | 50.1 | - | 50.4 | 50.1 | 48.5 | 48.3 | 46.5 | 46.4 | 48.0 | 45.5 | 49.2 | 49.3 | 48.6 |
|  | 13B | Direct | 34.1 | 34.1 | 35.3 | 34.8 | 35.7 | 33.4 | 33.4 | 35.5 | 34.1 | 33.0 | 34.5 | 34.0 | 34.3 | 34.0 | 34.4 | 34.2 |
|  |  | Self-translate | 35.3 | 34.7 | 35.3 | 35.1 | _ | 36.0 | 35.8 | 35.4 | 35.0 | 34.9 | 34.8 | 34.6 | 34.9 | 35.4 | 34.4 | 35.1 |
|  |  | MT | 34.1 | 35.3 | 35.3 | 35.5 | - | 35.2 | 35.2 | 35.3 | 35.3 | 35.2 | 34.1 | 34.6 | 35.0 | 34.8 | 36.1 | 35.1 |
|  | 30B | Direct | 34.4 | 38.6 | 44.0 | 35.1 | 47.9 | 40.4 | 42.9 | 36.6 | 38.2 | 34.2 | 34.0 | 36.3 | 34.3 | 35.6 | 33.6 | 37.0 |
|  |  | Self-translate | 42.2 | 47.6 | 47.7 | 44.8 | - | 48.1 | 47.8 | 41.4 | 47.3 | 37.3 | 37.4 | 42.0 | 38.9 | 41.6 | 44.3 | 43.5 |
|  |  | MT | 46.2 | 46.4 | 47.3 | 46.9 | - | 47.7 | 47.4 | 45.7 | 46.3 | 44.8 | 45.0 | 45.3 | 43.8 | 46.5 | 46.6 | 46.1 |

Table 7: XGLM and LLaMA results on XNLI for each language. We show task accuracy for different sizes of these models, using direct inference self-translate and MT. The last column shows the average accuracy over all languages except English.

| Model | Size | Method | de | en | es | fr | ja | ko | zh | avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| XGLM | 0.6B | Direct | 49.1 | 50.6 | 52.5 | 50.8 | 44.1 | 46.2 | 47.8 | 48.4 |
|  |  | Self-translate | 51.1 | - | 50.1 | 50.3 | 50.9 | 50.4 | 51.0 | 50.6 |
|  |  | MT | 53.5 | _ | 52.8 | 51.0 | 51.2 | 50.4 | 51.2 | 51.7 |
|  | 1.7B | Direct | 57.6 | 52.6 | 53.8 | 47.3 | 46.1 | 51.4 | 48.1 | 50.7 |
|  |  | Self-translate | 50.0 | - | 51.6 | 51.6 | 49.6 | 49.1 | 49.4 | 50.2 |
|  |  | MT | 51.9 | - | 51.6 | 52.8 | 50.2 | 51.1 | 49.5 | 51.2 |
|  | 2.9B | Direct | 50.6 | 54.8 | 53.1 | 49.7 | 50.9 | 46.8 | 53.7 | 50.8 |
|  |  | Self-translate | 54.9 | - | 53.9 | 54.2 | 52.1 | 51.6 | 52.7 | 53.2 |
|  |  | MT | 56.5 | - | 57.0 | 56.2 | 54.8 | 54.5 | 55.4 | 55.7 |
|  | 7.5B | Direct | 55.9 | 58.9 | 52.8 | 51.8 | 52.0 | 46.0 | 51.3 | 51.6 |
|  |  | Self-translate | 57.7 | - | 56.1 | 56.1 | 54.5 | 53.0 | 54.9 | 55.4 |
|  |  | MT | 59.6 | - | 58.4 | 59.0 | 54.6 | 55.2 | 57.7 | 57.4 |
| LLaMA | 7B | Direct | 54.6 | 61.9 | 56.1 | 52.9 | 56.7 | 49.7 | 49.1 | 53.2 |
|  |  | Self-translate | 59.8 | - | 60.7 | 59.2 | 53.9 | 52.5 | 55.8 | 57.0 |
|  |  | MT | 59.9 | - | 60.6 | 60.1 | 57.6 | 57.5 | 57.3 | 58.8 |
|  | 13B | Direct | 52.9 | 53.1 | 52.4 | 54.6 | 45.0 | 46.9 | 45.2 | 49.5 |
|  |  | Self-translate | 52.9 | - | 52.5 | 52.9 | 51.2 | 51.6 | 51.5 | 52.1 |
|  |  | MT | 53.6 | - | 54.4 | 53.8 | 55.3 | 54.4 | 53.8 | 54.2 |
|  | 30B | Direct | 58.4 | 58.5 | 56.0 | 52.5 | 46.6 | 45.6 | 46.2 | 50.9 |
|  |  | Self-translate | 56.5 | - | 56.8 | 58.1 | 54.5 | 52.1 | 55.5 | 55.6 |
|  |  | MT | 56.6 | - | 57.8 | 56.9 | 55.1 | 54.8 | 54.2 | 55.9 |

Table 8: XGLM and LLaMA results on PAWS-X for each language. We show task accuracy for different sizes of these models, using direct inference self-translate and MT. The last column shows the average accuracy over all languages except English.

| Model | Size | Method | bn | de | en | es | fr | ja | ru | sw | te | th | zh | avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| XGLM | 0.6B | Direct | 1.2 | 0.8 | 2.0 | 1.2 | 1.6 | 4.0 | 0.4 | 2.4 | 0.4 | 1.6 | 3.2 | 1.7 |
|  |  | Self-translate | 0.0 | 2.0 | - | 2.0 | 1.6 | 0.8 | 1.2 | 2.0 | 2.4 | 0.8 | 1.6 | 1.4 |
|  |  | MT | 1.2 | 1.2 | - | 0.8 | 0.8 | 2.0 | 1.6 | 1.2 | 0.4 | 1.6 | 0.0 | 1.1 |
|  | 1.7B | Direct | 0.8 | 1.2 | 2.0 | 2.4 | 2.0 | 1.6 | 0.8 | 1.2 | 2.0 | 2.0 | 2.8 | 1.7 |
|  |  | Self-translate | 1.2 | 2.0 | _ | 2.8 | 1.6 | 2.4 | 2.8 | 1.2 | 1.2 | 0.8 | 1.2 | 1.7 |
|  |  | MT | 2.0 | 2.4 | - | 2.0 | 0.8 | 2.8 | 2.0 | 2.8 | 3.2 | 2.8 | 2.4 | 2.3 |
|  | 2.9B | Direct | 0.0 | 0.8 | 2.4 | 2.0 | 1.2 | 2.0 | 2.0 | 2.0 | 2.0 | 0.8 | 1.2 | 1.4 |
|  |  | Self-translate | 0.8 | 1.2 | - | 1.6 | 1.6 | 1.6 | 1.2 | 2.0 | 1.2 | 2.4 | 2.0 | 1.6 |
|  |  | MT | 2.8 | 2.4 | - | 2.8 | 2.4 | 1.2 | 1.6 | 2.0 | 3.2 | 0.8 | 2.4 | 2.2 |
|  | 7.5B | Direct | 0.0 | 1.2 | 0.0 | 0.0 | 0.0 | 0.4 | 2.4 | 0.4 | 1.2 | 1.6 | 1.2 | 0.8 |
|  |  | Self-translate | 0.0 | 0.4 | - | 0.0 | 0.0 | 0.0 | 0.4 | 0.0 | 0.4 | 0.0 | 0.0 | 0.1 |
|  |  | MT | 0.0 | 0.0 | - | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.4 | 0.0 | 0.0 |
| LLaMA | 7B | Direct | 0.0 | 9.6 | 13.6 | 10.4 | 8.8 | 5.2 | 10.0 | 2.0 | 0.0 | 0.0 | 4.4 | 5.0 |
|  |  | Self-translate | 2.0 | 11.2 | - | 11.2 | 12.4 | 4.8 | 10.8 | 1.2 | 0.4 | 2.4 | 4.8 | 6.1 |
|  |  | MT | 10.0 | 12.4 | - | 12.0 | 9.6 | 10.8 | 10.8 | 12.0 | 9.6 | 8.4 | 11.2 | 10.7 |
|  | 13B |  |  |  | 20.8 |  |  | 5.2 |  |  | 0.0 | 0.0 |  |  |
|  |  | Self-translate | $3.6$ | $17.6$ |  | $20.4$ | $18.0$ | $9.2$ | $15.2$ | $3.6$ | 0.0 | 1.6 | $10.4$ | 10.0 |
|  |  | MT | 16.8 | 20.0 | - | 20.8 | 15.2 | 15.2 | 15.6 | 19.2 | 14.0 | 14.0 | 14.4 | 16.5 |
|  | 30B | Direct | 0.0 | 29.2 | 39.6 | 33.2 | 30.4 | 7.2 | 27.2 | 5.2 | 0.0 | 0.0 | 22.8 | 15.5 |
|  |  | Self-translate | 8.0 | 34.4 | - | 9.6 | 24.4 | 20.8 | 29.6 | 6.4 | 0.4 | 3.6 | 25.6 | 16.3 |
|  |  | MT | 28.4 | 32.4 | - | 31.2 | 35.2 | 29.2 | 26.4 | 32.0 | 25.6 | 20.0 | 25.6 | 28.6 |

Table 9: XGLM and LLaMA results on MGSM for each language. We show task accuracy for different sizes of these models, using direct inference self-translate and MT. The last column shows the average accuracy over all languages except English.

| Model | Size | XStoryC | XCOPA | XNLI | PAWS-X | MGSM | Avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 0.6 B | 86.9 | 80.3 | 84.6 | 85.4 | 80.2 | 83.5 |
| NLLB | 1.3B | 88.2 | 82.9 | 85.6 | 86.0 | 83.8 | 85.3 |
|  | 1.3B | 88.3 | 82.1 | 85.5 | 86.0 | 83.5 | 85.1 |
|  | 3.3B | 88.7 | 83.3 | 85.9 | 86.2 | 84.5 | 85.7 |
|  | 0.6 B | 63.4 | 61.3 | 66.2 | 66.0 | 54.7 | 62.3 |
| XGLM | 1.7 B | 77.1 | 74.1 | 75.8 | 75.9 | 68.4 | 74.3 |
|  | 2.9B | 81.1 | 77.6 | 78.5 | 79.2 | 73.5 | 78.0 |
|  | 7.5B | 84.2 | 79.8 | 81.7 | 81.6 | 79.2 | 81.3 |
|  | 0.6 B | 61.5 | 54.0 | 63.6 | 60.6 | 48.2 | 57.6 |
| BLOOM | 1.7 B | 73.6 | 61.9 | 67.4 | 72.1 | 61.7 | 67.3 |
|  | 3B | 76.3 | 63.3 | 69.5 | 74.7 | 69.1 | 70.6 |
|  | 7.1B | 78.8 | 66.4 | 73.1 | 78.8 | 74.5 | 74.3 |
|  | 7B | 66.8 | 59.4 | 71.5 | 80.9 | 66.0 | 68.9 |
| LLaMA | 13B | 68.8 | 61.8 | 75.0 | 82.6 | 69.6 | 71.6 |
|  | 30B | 71.7 | 65.0 | 78.4 | 83.8 | 67.5 | 73.3 |

Table 10: COMET translation metrics for different models.

| Model | Size | XStoryC | XCOPA | XNLI | PAWS-X | MGSM | Avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 0.6 B | 38.0 | 32.1 | 38.0 | 49.0 | 32.1 | 37.8 |
| NLLB | 1.3 B | 40.6 | 36.6 | 40.3 | 51.3 | 41.3 | 42.0 |
|  | 1.3 B | 40.9 | 35.6 | 40.1 | 50.9 | 40.9 | 41.7 |
|  | 3.3 B | 41.8 | 37.6 | 41.5 | 51.9 | 43.7 | 43.3 |
|  | 0.6 B | 7.1 | 6.5 | 10.4 | 18.0 | 5.4 | 9.5 |
| XGLM | 1.7 B | 18.5 | 18.1 | 20.3 | 28.3 | 17.1 | 20.5 |
|  | 2.9 B | 23.8 | 24.1 | 24.1 | 33.1 | 23.5 | 25.7 |
|  | 7.5 B | 29.0 | 28.4 | 28.8 | 37.0 | 28.3 | 30.3 |
|  | 0.6 B | 7.9 | 4.8 | 11.8 | 16.2 | 5.4 | 9.2 |
| BLOOM | 1.7 B | 17.3 | 10.5 | 14.9 | 27.2 | 12.6 | 16.5 |
|  | 3B | 20.2 | 13.0 | 17.1 | 31.1 | 20.3 | 20.3 |
|  | 7.1B | 25.2 | 16.5 | 21.4 | 36.1 | 27.7 | 25.4 |
|  | 7B | 14.7 | 8.9 | 19.9 | 39.1 | 23.9 | 21.3 |
| LLaMA | 13B | 17.7 | 12.4 | 24.1 | 42.5 | 27.9 | 24.9 |
|  | 30B | 21.2 | 15.4 | 27.7 | 45.4 | 25.5 | 27.0 |

Table 11: BLEU translation metrics for different models.

| Model | Size | ru | zh | es | ar | hi | id | te | sw | eu | my | avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 87.07 | 85.00 | 89.36 | 88.39 | 90.52 | 88.08 | 86.44 | 86.04 | 86.87 | 81.35 | 86.9 |
| NLLB | 1.3B | 88.44 | 86.02 | 90.33 | 89.85 | 91.56 | 89.14 | 87.64 | 87.31 | 86.92 | 85.26 | 88.2 |
|  | $1.3 B$ | 88.18 | 86.36 | 90.22 | 89.83 | 91.39 | 89.05 | 87.30 | 87.21 | 87.25 | 85.99 | 88.3 |
|  | 3.3B | 88.63 | 87.54 | 90.54 | 90.36 | 91.70 | 89.54 | 88.00 | 87.46 | 86.92 | 86.60 | 88.7 |
|  | 0.6 B | 73.05 | 54.47 | 72.08 | 61.44 | 68.85 | 77.52 | 57.04 | 58.63 | 59.52 | 50.99 | 63.4 |
| XGLM | 1.7B | 80.96 | 77.26 | 81.95 | 76.35 | 77.48 | 83.96 | 74.09 | 75.15 | 71.25 | 73.03 | 77.1 |
|  | 2.9B | 83.36 | 82.11 | 85.61 | 79.84 | 82.99 | 85.66 | 75.43 | 79.71 | 79.32 | 77.47 | 81.1 |
|  | 7.5B | 85.76 | 84.25 | 87.81 | 83.81 | 86.25 | 87.60 | 80.66 | 82.92 | 82.05 | 81.36 | 84.2 |
|  | $0.6 B$ | 43.20 | 70.47 | 73.65 | 72.18 | 73.40 | 79.31 | 58.06 | 42.03 | 55.73 | 47.25 | 61.5 |
| BLOOM | 1.7B | 60.47 | 82.81 | 85.44 | 80.40 | 81.05 | 85.06 | 72.48 | 66.06 | 71.98 | 50.69 | 73.6 |
|  | 3B | 63.44 | 84.45 | 87.16 | 82.20 | 83.16 | 85.72 | 75.11 | 71.03 | 76.99 | 53.68 | 76.3 |
|  | 7.1B | 68.97 | 86.63 | 88.42 | 84.68 | 86.76 | 87.87 | 78.86 | 75.15 | 80.88 | 49.80 | 78.8 |
|  | 7B | 85.66 | 79.10 | 88.56 | 65.12 | 67.96 | 77.08 | 50.39 | 52.14 | 49.66 | 52.55 | 66.8 |
| LLaMA | 13B | 87.02 | 82.66 | 89.37 | 70.64 | 72.86 | 81.15 | 48.62 | 53.14 | 51.36 | 51.17 | 68.8 |
|  | 30B | 87.98 | 84.37 | 90.13 | 77.37 | 81.64 | 84.55 | 49.38 | 59.99 | 52.50 | 49.04 | 71.7 |

Table 12: XStoryCloze COMET translation metrics for different models.

| Model | Size | et | ht | it | id | qu | sw | zh | ta | th | tr | vi | avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 82.78 | 75.42 | 86.49 | 85.23 | 62.17 | 79.74 | 84.66 | 83.93 | 76.30 | 84.54 | 81.97 | 80.3 |
| NLLB | 1.3B | 86.57 | 78.88 | 88.95 | 87.44 | 64.26 | 82.01 | 87.07 | 86.50 | 78.79 | 86.97 | 84.29 | 82.9 |
|  | $1.3 B$ | 85.38 | 77.84 | 88.50 | 86.86 | 62.97 | 81.43 | 86.44 | 85.79 | 77.72 | 86.31 | 83.55 | 82.1 |
|  | $3.3 B$ | 86.76 | 79.16 | 89.16 | 87.56 | 63.87 | 82.08 | 87.85 | 86.60 | 80.10 | 87.42 | 85.23 | 83.3 |
|  | $0.6 B$ | 68.27 | 58.08 | 65.79 | 73.98 | 34.54 | 54.72 | 50.21 | 64.52 | 71.24 | 64.44 | 68.33 | 61.3 |
| XGLM | $1.7 B$ | 78.78 | 67.84 | 79.09 | 81.47 | 50.98 | 69.01 | 80.06 | 77.22 | 77.88 | 74.84 | 77.87 | 74.1 |
|  | 2.9B | 83.16 | 71.97 | 82.96 | 84.22 | 50.82 | 74.41 | 83.93 | 79.67 | 81.37 | 78.98 | 82.23 | 77.6 |
|  | 7.5B | 85.49 | 72.47 | 85.19 | 86.04 | 55.33 | 77.29 | 85.41 | 83.47 | 82.36 | 81.38 | 83.61 | 79.8 |
|  | $0.6 B$ | 41.78 | 41.47 | 48.71 | 75.73 | 37.32 | 40.93 | 75.23 | 65.09 | 42.51 | 50.09 | 75.22 | 54.0 |
| BLOOM | $1.7 B$ | 45.41 | 46.04 | 65.38 | 82.57 | 45.08 | 58.94 | 84.71 | 76.72 | 46.41 | 48.74 | 81.43 | 61.9 |
|  | 3B | 46.22 | 48.21 | 70.61 | 83.61 | 43.38 | 63.68 | 86.20 | 80.41 | 43.01 | 47.86 | 83.56 | 63.3 |
|  | 7.1B | 47.93 | 50.22 | 75.59 | 86.24 | 47.02 | 67.57 | 87.99 | 83.99 | 47.90 | 50.54 | 85.17 | 66.4 |
|  | 7B | 51.26 | 48.89 | 85.89 | 70.59 | 49.65 | 50.03 | 80.04 | 49.16 | 53.79 | 59.32 | 54.76 | 59.4 |
| LLaMA | 13B | 52.17 | 49.01 | 87.22 | 75.13 | 48.00 | 50.14 | 83.16 | 49.02 | 58.65 | 67.93 | 59.71 | 61.8 |
|  | 30B | 55.41 | 52.29 | 88.42 | 79.85 | 48.48 | 54.73 | 85.10 | 52.96 | 59.66 | 71.51 | 66.20 | 65.0 |

Table 13: XCOPA COMET translation metrics for different models.

| Model | Size | ar | bg | de | el | es | fr | hi | ru | sw | th | tr | avg |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 83.91 | 86.05 | 87.17 | 87.14 | 88.19 | 87.09 | 85.53 | 82.75 | 80.69 | 82.53 | 85.94 | 80.09 | 85.02 | 82.64 | 84.6 |
| NLLB | $1.3 B$ | 85.27 | 86.97 | 88.16 | 88.04 | 88.74 | 87.84 | 86.38 | 83.78 | 82.06 | 83.71 | 87.08 | 81.13 | 86.03 | 83.52 | 85.6 |
|  | $1.3 B$ | 84.92 | 86.91 | 88.00 | 88.02 | 88.73 | 87.82 | 86.22 | 83.66 | 81.82 | 83.37 | 86.92 | 81.06 | 85.84 | 83.63 | 85.5 |
|  | $3.3 B$ | 85.38 | 87.19 | 88.29 | 88.40 | 88.97 | 88.07 | 86.74 | 84.05 | 82.22 | 84.22 | 87.40 | 81.53 | 86.31 | 84.47 | 85.9 |
|  | $0.6 B$ | 60.80 | 73.87 | 73.76 | 71.82 | 72.89 | 74.99 | 64.73 | 69.33 | 57.49 | 65.94 | 62.75 | 60.62 | 65.27 | 52.02 | 66.2 |
| XGLM | $1.7 B$ | 72.72 | 80.62 | 80.64 | 81.78 | 80.82 | 80.95 | 72.41 | 76.01 | 69.78 | 76.53 | 72.42 | 67.55 | 76.38 | 73.10 | 75.8 |
|  | 2.9B | 75.17 | 82.24 | 83.02 | 83.77 | 82.63 | 82.55 | 77.06 | 78.67 | 73.39 | 77.61 | 75.16 | 71.51 | 79.16 | 77.66 | 78.5 |
|  | $7.5 B$ | 79.66 | 84.69 | 85.78 | 85.73 | 85.97 | 85.55 | 80.19 | 81.00 | 77.22 | 81.23 | 79.88 | 74.83 | 81.87 | 79.85 | 81.7 |
|  | $0.6 B$ | 74.45 | 47.03 | 63.00 | 46.67 | 82.34 | 82.67 | 74.18 | 48.84 | 53.88 | 46.89 | 49.18 | 66.12 | 78.31 | 76.58 | 63.6 |
|  | $1.7 B$ | 77.11 | 51.94 | 67.78 | 50.11 | 84.05 | 84.46 | 76.28 | 61.11 | 62.78 | 49.06 | 50.15 | 69.20 | 80.43 | 78.53 | 67.4 |
| BLOOM | 3B | 79.00 | 53.83 | 72.10 | 52.79 | 85.41 | 85.44 | 78.44 | 65.10 | 68.50 | 48.98 | 49.89 | 71.53 | 82.09 | 80.02 | 69.5 |
|  | 7.1B | 81.29 | 61.50 | 78.12 | 58.62 | 86.95 | 86.78 | 81.33 | 70.10 | 72.72 | 51.97 | 53.47 | 74.65 | 83.44 | 82.21 | 73.1 |
|  | 7B | 66.76 | 83.89 | 86.57 | 72.61 | 86.94 | 86.65 | 66.69 | 81.54 | 51.36 | 58.09 | 64.03 | 54.27 | 62.59 | 78.32 | 71.5 |
| LLaMA | 13B | 72.16 | 85.07 | 87.45 | 77.56 | 87.82 | 87.32 | 72.59 | 82.65 | 53.52 | 63.76 | 72.12 | 59.76 | 68.36 | 80.35 | 75.0 |
|  | 30B | 77.03 | 86.36 | 88.14 | 82.33 | 88.32 | 87.78 | 78.50 | 83.40 | 60.13 | 66.14 | 76.34 | 67.02 | 74.72 | 81.74 | 78.4 |

Table 14: XNLI COMET translation metrics for different models.

| Model | Size | de | es | fr | ja | ko | zh | avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 87.06 | 87.60 | 87.31 | 82.93 | 84.59 | 82.73 | 85.4 |
| NLLB | 1.3B | 87.26 | 87.81 | 87.55 | 84.24 | 85.46 | 83.84 | 86.0 |
|  | 1.3B | 87.33 | 87.87 | 87.59 | 84.19 | 85.15 | 83.58 | 86.0 |
|  | 3.3B | 87.38 | 87.91 | 87.66 | 84.38 | 85.67 | 84.16 | 86.2 |
| XGLM | $0.6 B$ | 74.77 | 74.42 | 76.62 | 55.72 | 61.30 | 53.28 | 66.0 |
|  | 1.7B | 81.66 | 82.19 | 82.06 | 68.13 | 72.94 | 68.66 | 75.9 |
|  | 2.9B | 83.38 | 83.78 | 83.72 | 73.40 | 76.78 | 74.16 | 79.2 |
|  | 7.5B | 84.96 | 85.34 | 85.41 | 77.03 | 80.24 | 76.53 | 81.6 |
|  | $0.6 B$ | 60.17 | 74.43 | 76.62 | 49.91 | 38.58 | 63.76 | 60.6 |
|  | 1.7B | 74.49 | 83.75 | 84.28 | 63.20 | 51.49 | 75.14 | 72.1 |
|  | 3B | 78.48 | 85.31 | 85.35 | 68.30 | 53.03 | 77.74 | 74.7 |
|  | 7.1B | 82.27 | 86.42 | 86.50 | 73.90 | 63.02 | 80.72 | 78.8 |
|  | 7B | 85.97 | 86.47 | 86.16 | 76.41 | 75.19 | 74.98 | 80.9 |
| LLaMA | 13B | 86.28 | 86.77 | 86.65 | 79.96 | 78.81 | 77.40 | 82.6 |
|  | 30B | 86.64 | 87.26 | 86.99 | 81.35 | 81.29 | 79.34 | 83.8 |

Table 15: PAWS-X COMET translation metrics for different models.

| Model | Size | es | fr | de | ru | zh | ja | th | sw | bn | te | avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 83.35 | 81.43 | 83.48 | 78.24 | 79.93 | 77.46 | 75.73 | 77.38 | 82.09 | 83.17 | 80.2 |
| NLLB | $1.3 B$ | 85.87 | 84.95 | 86.28 | 82.53 | 81.98 | 83.34 | 78.59 | 82.22 | 86.59 | 85.94 | 83.8 |
|  | $1.3 B$ | 85.47 | 84.44 | 85.72 | 81.47 | 82.34 | 84.20 | 78.43 | 82.18 | 86.18 | 84.72 | 83.5 |
|  | 3.3B | 86.11 | 85.03 | 86.31 | 82.37 | 83.50 | 84.37 | 80.86 | 83.11 | 86.98 | 86.46 | 84.5 |
|  | $0.6 B$ | 61.85 | 63.52 | 66.69 | 58.59 | 52.41 | 50.28 | 52.25 | 45.19 | 49.66 | 46.16 | 54.7 |
| XGLM | $1.7 B$ | 77.49 | 74.92 | 77.79 | 71.00 | 64.53 | 64.92 | 68.06 | 63.58 | 58.97 | 62.38 | 68.4 |
|  | 2.9B | 81.03 | 79.37 | 81.37 | 77.40 | 69.27 | 74.94 | 70.80 | 71.23 | 65.38 | 64.14 | 73.5 |
|  | 7.5B | 83.08 | 81.77 | 83.00 | 79.92 | 77.53 | 79.17 | 77.06 | 76.18 | 77.61 | 77.03 | 79.2 |
|  | $0.6 B$ | 64.35 | 64.33 | 42.94 | 34.70 | 61.24 | 40.60 | 32.91 | 37.54 | 56.54 | 47.12 | 48.2 |
| BLOOM | $1.7 B$ | 71.25 | 74.20 | 64.94 | 51.54 | 72.33 | 59.10 | 41.21 | 52.78 | 68.19 | 61.26 | 61.7 |
|  | 3B | 83.14 | 83.27 | 72.70 | 61.37 | 77.96 | 66.53 | 42.30 | 61.34 | 74.30 | 67.71 | 69.1 |
|  | 7.1B | 85.39 | 84.36 | 78.50 | 66.82 | 82.18 | 74.39 | 43.42 | 70.81 | 82.77 | 76.45 | 74.5 |
|  | 7B | 73.82 | 83.28 | 85.25 | 81.04 | 78.29 | 78.41 | 51.07 | 47.93 | 49.61 | 31.69 | 66.0 |
| LLAMA | 13B | 79.72 | 85.36 | 84.27 | 83.05 | 80.52 | 81.41 | 58.73 | 54.15 | 57.64 | 31.44 | 69.6 |
|  | 30B | 48.21 | 71.07 | 86.85 | 78.93 | 82.97 | 80.89 | 62.67 | 63.28 | 67.77 | 31.88 | 67.5 |

Table 16: MGSM COMET translation metrics for different models.

| Model | Size | ru | zh | es | ar | hi | id | te | sw | eu | my | avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 40.98 | 30.04 | 47.98 | 49.46 | 45.07 | 38.44 | 29.45 | 41.51 | 35.24 | 22.00 | 38.0 |
| NLLB | $1.3 B$ | 44.12 | 30.57 | 50.52 | 53.09 | 48.62 | 40.98 | 32.19 | 43.86 | 33.77 | 28.18 | 40.6 |
|  | $1.3 B$ | 43.22 | 32.07 | 50.42 | 52.91 | 48.08 | 41.13 | 31.39 | 44.17 | 35.63 | 29.94 | 40.9 |
|  | 3.3B | 44.59 | 34.80 | 51.33 | 54.80 | 49.16 | 42.27 | 33.09 | 45.00 | 33.55 | 29.69 | 41.8 |
|  | $0.6 B$ | 15.67 | 1.54 | 14.36 | 6.16 | 7.52 | 16.92 | 1.28 | 3.82 | 2.81 | 0.67 | 7.1 |
| XGLM | 1.7B | 25.62 | 16.08 | 28.64 | 21.40 | 16.22 | 26.07 | 10.46 | 21.17 | 11.38 | 7.94 | 18.5 |
|  | 2.9B | 29.08 | 21.68 | 36.22 | 26.32 | 24.91 | 28.86 | 11.37 | 27.19 | 20.04 | 12.40 | 23.8 |
|  | 7.5B | 34.40 | 25.20 | 40.85 | 34.45 | 30.32 | 33.59 | 17.05 | 33.48 | 23.33 | 16.84 | 29.0 |
|  | $0.6 B$ | 0.37 | 9.67 | 20.55 | 14.70 | 9.94 | 19.55 | 1.93 | 0.43 | 1.96 | 0.11 | 7.9 |
|  | BLOOM | 1.7 B | 9.03 | 22.26 | 35.84 | 26.14 | 18.45 | 27.74 | 9.01 | 12.67 | 11.56 | 0.06 |
|  | 3B | 11.42 | 25.12 | 39.51 | 28.93 | 22.60 | 29.62 | 11.11 | 18.32 | 15.80 | 0.07 | 20.2 |
|  | 7.1B | 16.37 | 30.53 | 43.21 | 35.44 | 31.19 | 34.16 | 15.07 | 23.71 | 22.27 | 0.10 | 25.2 |
|  | 7B | 36.15 | 20.08 | 43.75 | 11.84 | 10.27 | 21.49 | 0.11 | 2.12 | 0.78 | 0.07 | 14.7 |
| LLaMA | 13B | 39.22 | 25.29 | 45.85 | 18.78 | 15.92 | 27.28 | 0.18 | 3.10 | 1.20 | 0.07 | 17.7 |
|  | 30B | 41.26 | 27.88 | 47.42 | 27.04 | 26.12 | 33.00 | 0.32 | 7.77 | 1.35 | 0.06 | 21.2 |

Table 17: XStoryCloze BLEU translation metrics for different models.

| Model | Size | et | ht | it | id | qu | sw | zh | ta | th | tr | vi | avg |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NLLB | 0.6B | 39.07 | 33.85 | 45.88 | 33.15 | 9.26 | 32.29 | 35.16 | 32.33 | 21.23 | 37.66 | 32.81 | 32.1 |
|  | 1.3B | 45.42 | 40.40 | 51.01 | 37.41 | 12.02 | 35.57 | 38.20 | 37.47 | 24.75 | 42.61 | 37.47 | 36.6 |
|  | 1.3B | 43.75 | 38.26 | 50.93 | 37.22 | 10.48 | 35.39 | 38.52 | 37.36 | 23.36 | 40.93 | 35.67 | 35.6 |
|  | 3.3B | 45.57 | 40.42 | 52.45 | 38.12 | 11.38 | 36.91 | 42.42 | 38.34 | 26.36 | 43.06 | 38.90 | 37.6 |
| XGLM | 0.6B | 12.08 | 9.37 | 10.06 | 12.99 | 0.35 | 2.96 | 0.92 | 2.29 | 7.67 | 4.62 | 8.73 | 6.5 |
|  | 1.7B | 25.29 | 20.36 | 28.12 | 23.88 | 1.16 | 15.62 | 22.94 | 12.69 | 12.80 | 15.54 | 20.31 | 18.1 |
|  | 2.9B | 34.93 | 25.21 | 32.88 | 27.51 | 1.91 | 21.70 | 29.21 | 17.77 | 22.52 | 22.32 | 29.36 | 24.1 |
|  | 7.5B | 39.55 | 28.41 | 40.18 | 31.90 | 4.11 | 27.25 | 32.50 | 25.27 | 24.79 | 26.41 | 32.14 | 28.4 |
| BLOOM | 0.6B | 0.09 | 0.22 | 2.40 | 16.07 | 0.17 | 0.11 | 13.70 | 4.35 | 0.08 | 0.10 | 15.63 | 4.8 |
|  | 1.7B | 0.24 | 0.59 | 13.94 | 25.17 | 0.37 | 6.59 | 28.91 | 12.37 | 0.08 | 0.20 | 27.26 | 10.5 |
|  | 3B | 0.29 | 1.39 | 19.83 | 27.15 | 0.31 | 10.67 | 34.77 | 18.77 | 0.13 | 0.20 | 29.82 | 13.0 |
|  | 7.1B | 0.76 | 2.88 | 26.80 | 32.87 | 0.48 | 15.72 | 39.41 | 26.92 | 0.18 | 0.70 | 34.91 | 16.5 |
| LLaMA | 7B | 2.02 | 1.55 | 41.18 | 15.44 | 0.59 | 1.00 | 25.01 | 0.16 | 1.86 | 5.15 | 3.98 | 8.9 |
|  | 13B | 3.19 | 3.10 | 44.11 | 22.01 | 0.54 | 1.49 | 32.41 | 0.14 | 6.06 | 14.36 | 8.48 | 12.4 |
|  | 30B | 5.67 | 5.67 | 48.64 | 26.64 | 1.10 | 5.20 | 35.41 | 0.68 | 6.62 | 18.91 | 14.96 | 15.4 |

Table 18: XCOPA BLEU translation metrics for different models.

| Model | Size | ar | bg | de | el | es | fr | hi | ru | sw | th | tr | ur | vi | avg |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 37.99 | 41.39 | 44.65 | 46.13 | 50.92 | 45.09 | 38.09 | 31.41 | 34.09 | 28.16 | 36.28 | 30.61 | 39.10 | 27.71 | 38.0 |  |
| NLLB | $1.3 B$ | 41.09 | 43.80 | 46.97 | 48.54 | 53.02 | 47.17 | 40.78 | 33.49 | 36.30 | 30.00 | 39.24 | 32.84 | 41.81 | 29.48 | 40.3 |  |
|  | $1.3 B$ | 40.56 | 43.62 | 46.69 | 48.37 | 53.05 | 46.81 | 40.40 | 33.36 | 36.45 | 29.90 | 39.00 | 32.28 | 41.41 | 29.52 | 40.1 |  |
|  | $3.3 B$ | 42.19 | 45.08 | 47.66 | 50.05 | 53.80 | 47.73 | 41.73 | 33.98 | 37.89 | 31.35 | 40.61 | 33.86 | 43.20 | 31.31 | 41.5 |  |
|  | $0.6 B$ | 5.54 | 17.83 | 19.91 | 14.67 | 17.56 | 20.52 | 5.91 | 12.07 | 4.97 | 7.25 | 4.38 | 4.50 | 8.85 | 1.67 | 10.4 |  |
| XGLM | $1.7 B$ | 16.34 | 27.20 | 30.30 | 30.86 | 31.54 | 29.73 | 12.77 | 18.83 | 16.63 | 15.23 | 11.78 | 9.81 | 21.11 | 12.36 | 20.3 |  |
|  | 2.9B | 19.63 | 30.91 | 34.54 | 35.14 | 34.76 | 32.98 | 17.96 | 22.45 | 20.83 | 17.68 | 15.09 | 13.58 | 24.71 | 16.84 | 24.1 |  |
|  | $7.5 B$ | 26.52 | 35.23 | 38.80 | 39.16 | 41.56 | 38.93 | 22.09 | 25.91 | 26.29 | 22.56 | 19.71 | 17.61 | 29.08 | 19.80 | 28.8 |  |
|  | $0.6 B$ | 17.71 | 1.35 | 12.21 | 1.08 | 33.99 | 33.08 | 12.62 | 2.10 | 4.35 | 0.92 | 0.90 | 7.53 | 22.30 | 14.71 | 11.8 |  |
|  | BLOOM | $1.7 B$ | 21.61 | 3.34 | 16.19 | 2.71 | 37.73 | 36.64 | 15.36 | 8.77 | 10.58 | 1.07 | 1.21 | 10.26 | 26.12 | 16.82 | 14.9 |
|  | 3B | 24.10 | 4.43 | 19.05 | 4.42 | 40.60 | 38.84 | 17.61 | 11.22 | 15.99 | 1.48 | 1.35 | 12.46 | 28.96 | 19.12 | 17.1 |  |
|  | 7.1B | 29.03 | 9.79 | 28.06 | 8.66 | 45.07 | 42.44 | 22.74 | 15.50 | 21.16 | 2.53 | 3.08 | 16.73 | 31.94 | 23.17 | 21.4 |  |
|  | 7B | 12.20 | 34.86 | 40.86 | 21.27 | 45.28 | 41.66 | 8.71 | 27.39 | 4.21 | 4.52 | 7.48 | 2.47 | 9.31 | 18.84 | 19.9 |  |
| LLaMA | 13B | 18.52 | 37.83 | 43.71 | 28.47 | 47.70 | 44.06 | 14.83 | 29.60 | 5.95 | 8.62 | 14.10 | 5.78 | 15.83 | 21.96 | 24.1 |  |
|  | 30B | 23.77 | 40.77 | 45.77 | 35.73 | 49.45 | 45.64 | 21.00 | 31.00 | 9.46 | 9.96 | 18.75 | 10.62 | 21.48 | 24.90 | 27.7 |  |

Table 19: XNLI BLEU translation metrics for different models.

| Model | Size | de | es | fr | ja | ko | zh | avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $0.6 B$ | 59.41 | 64.80 | 61.18 | 33.09 | 38.52 | 36.94 | 49.0 |
| NLLB | $1.3 B$ | 60.52 | 65.56 | 62.66 | 37.53 | 41.48 | 40.08 | 51.3 |
|  | $1.3 B$ | 60.66 | 65.72 | 62.52 | 36.80 | 40.77 | 38.89 | 50.9 |
|  | 3.3B | 61.19 | 66.02 | 62.91 | 38.12 | 41.97 | 41.21 | 51.9 |
|  | $0.6 B$ | 30.41 | 31.70 | 34.00 | 2.89 | 5.64 | 3.42 | 18.0 |
| XGLM | $1.7 B$ | 44.35 | 47.33 | 43.03 | 9.13 | 14.64 | 11.34 | 28.3 |
|  | 2.9B | 48.69 | 51.59 | 48.39 | 14.21 | 19.19 | 16.79 | 33.1 |
|  | $7.5 B$ | 51.22 | 54.58 | 53.12 | 18.27 | 24.89 | 20.09 | 37.0 |
|  | $0.6 B$ | 15.95 | 33.98 | 34.67 | 2.79 | 1.06 | 8.69 | 16.2 |
| BLOOM | $1.7 B$ | 32.25 | 50.68 | 49.56 | 7.38 | 5.61 | 17.85 | 27.2 |
|  | 3B | 39.59 | 54.56 | 53.02 | 11.09 | 6.83 | 21.66 | 31.1 |
|  | 7.1B | 45.61 | 58.41 | 56.59 | 15.89 | 12.61 | 27.48 | 36.1 |
|  | 7B | 56.24 | 59.61 | 56.48 | 20.55 | 21.77 | 19.70 | 39.1 |
| LLaMA | 13B | 57.36 | 61.05 | 58.86 | 26.16 | 26.98 | 24.52 | 42.5 |
|  | 30B | 59.61 | 63.07 | 60.47 | 30.07 | 31.75 | 27.48 | 45.4 |

Table 20: PAWS-X BLEU translation metrics for different models.

| Model | Size | es | fr | de | ru | zh | ja | th | sw | bn | te | avg |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 0.6 B | 48.34 | 34.85 | 44.57 | 31.39 | 28.14 | 17.99 | 17.37 | 34.62 | 28.58 | 34.68 | 32.1 |
| NLLB | 1.3 B | 57.94 | 44.44 | 54.21 | 45.11 | 33.23 | 29.69 | 19.62 | 46.91 | 40.80 | 41.54 | 41.3 |
|  | 1.3 B | 56.78 | 44.00 | 52.64 | 42.11 | 33.91 | 33.51 | 19.83 | 47.51 | 39.82 | 38.45 | 40.9 |
|  | $3.3 B$ | 57.91 | 44.26 | 53.41 | 44.85 | 38.44 | 35.59 | 24.30 | 51.37 | 42.89 | 44.02 | 43.7 |
|  | 0.6 B | 12.94 | 11.30 | 15.94 | 7.53 | 1.77 | 0.82 | 1.22 | 1.27 | 0.77 | 0.60 | 5.4 |
| XGLM | 1.7 B | 36.77 | 24.31 | 33.33 | 23.89 | 8.26 | 6.14 | 9.32 | 16.76 | 5.43 | 6.50 | 17.1 |
|  | 2.9B | 44.50 | 32.70 | 40.77 | 33.20 | 13.25 | 14.41 | 10.71 | 24.70 | 11.80 | 9.28 | 23.5 |
|  | 7.5B | 45.04 | 33.37 | 41.55 | 34.70 | 20.75 | 20.09 | 18.44 | 31.32 | 19.11 | 18.63 | 28.3 |
|  | $0.6 B$ | 19.40 | 13.29 | 4.75 | 0.38 | 7.83 | 1.14 | 0.06 | 0.67 | 4.33 | 1.97 | 5.4 |
| BLOOM | 1.7 B | 28.14 | 25.34 | 17.91 | 9.39 | 15.72 | 5.40 | 0.14 | 7.56 | 9.10 | 7.23 | 12.6 |
|  | 3B | 47.91 | 37.39 | 27.37 | 16.90 | 22.32 | 9.92 | 0.08 | 15.02 | 15.92 | 10.25 | 20.3 |
|  | 7.1B | 54.44 | 41.80 | 35.30 | 23.42 | 29.46 | 15.98 | 0.36 | 29.03 | 27.69 | 19.46 | 27.7 |
|  | 7B | 44.51 | 41.92 | 51.04 | 43.48 | 25.82 | 20.86 | 2.86 | 5.77 | 3.02 | 0.00 | 23.9 |
| LLaMA | 13B | 53.27 | 44.99 | 52.85 | 47.92 | 29.82 | 26.69 | 6.26 | 9.66 | 7.61 | 0.00 | 27.9 |
|  | 30B | 14.17 | 33.08 | 56.09 | 45.29 | 35.58 | 30.84 | 8.40 | 17.40 | 14.19 | 0.00 | 25.5 |

Table 21: MGSM BLEU translation metrics for different models.

