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Abstract

The ability to generate code using large lan-
guage models (LLMs) has been increasing year
by year. However, studies on code generation
at the repository level are not very active. In
repository-level code generation, it is necessary
to refer to related code snippets among mul-
tiple files. By taking the similarity between
code snippets, related files are searched and in-
put into an LLM, and generation is performed.
This paper proposes a method to search for re-
lated files (code search) by taking similarities
not between code snippets but between the texts
converted from the code snippets by the LLM.
We confirmed that converting to text improves
the accuracy of code search.

1 Introduction

Currently, the code generation capability of large
language models (LLMs) has significantly im-
proved. The accuracy of understanding and gener-
ating individual pieces of code has become high.
However, there is little research at the repository
level, which is closer to actual software develop-
ment, and the ability of LLMs to generate code at
the repository level is very low. LLMs’ best debug-
ging accuracy at the repository level is only 1.96%
on the debugging benchmark SWE-bench (Jimenez
et al., 2023).

Code-related tasks at the repository level require
referring to many files. However, most LLMs are
based on Transformer (Vaswani et al., 2017), which
has a limitation on input length, preventing the in-
put of many files. Therefore, methods have been
proposed to search for relevant code snippets based
on similarity and input only these into LLMs (Liu
et al., 2023). The accuracy of code search is low
on SWE-bench and RepoBench (Liu et al., 2023),
repository-level code completion and search bench-
mark.

This paper focuses on improving the code search
method for code completion tasks. The code com-

Figure 1: Overview of our proposed method.

pletion task is a task that predicts the next line
of unfinished code. For predicting the next line,
multiple related files are provided based on the de-
pendencies between files obtained by parsing the
unfinished code. In this paper, the unfinished code
is referred to as the target code, and the multiple
related files are referred to as code candidates. The
task of selecting the relevant code from the code
candidates based on the information of the target
code is referred to as code search.

Existing studies obtain features, such as embed-
dings from language models, of both the target
code and code candidates to calculate similarity for
code search (Liu et al., 2023). RepoCoder (Zhang
et al., 2023) searches for code using such methods,
generates code once, and then re-searches and gen-
erates the output code using the generated code. In
this study, instead of directly taking the similarity
between code snippets, similarity is calculated after
transforming the code with an LLM. Code candi-
dates are converted to text, and the target code is
converted to text or to the prediction of the next
line and its explanation, which is a combination of
RepoCoder’s method and text conversion. Figure
1 shows the flow of text conversion.

We confirmed an improvement in the accuracy
of code search in code completion experiments
using our proposed method. We also examined the
prompts used for text conversion with LLMs.
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2 Related work

2.1 LLMs trained on code

In recent years, there has been an increase in
Transformer-based LLMs trained on code, includ-
ing CodeBERT (Feng et al., 2020) and UniX-
coder (Guo et al., 2022) for encoder models,
Codex (Chen et al., 2021), StarCoder (Li et al.,
2023), and Code Llama (Roziere et al., 2023) for
decoder models, CodeT5+ (Wang et al., 2023) for
encoder-decoder models. Especially, the devel-
opment of decoder models has been remarkable,
and their code generation capabilities have signif-
icantly improved. These models exhibit high ac-
curacy in generating individual pieces of code and
perform well on code benchmarks, such as Hu-
manEval (Chen et al., 2021) and MBPP (Austin
et al., 2021).

2.2 Repository-level studies

In software development, multiple files are used
rather than a single file. To deal with real-world
software development tasks, studies have been con-
ducted on repositories such as GitHub (Just et al.,
2014).

With the improvement of code generation capa-
bilities of LLMs, there has been an increase in stud-
ies and benchmarks at the repository level based on
LLMs (Jimenez et al., 2023; Liu et al., 2023; Zhang
et al., 2023; Ding et al., 2022; Shrivastava et al.,
2023). RepoCoder (Zhang et al., 2023) improved
accuracy by repeating search and generation twice
in code completion tasks. RepoBench (Liu et al.,
2023) is a benchmark for code completion, consist-
ing of three tasks: code search, code completion,
and two pipeline tasks. SWE-bench (Jimenez et al.,
2023) is a benchmark that collected GitHub issues
and corresponding pull requests from Python repos-
itories to compete on how well LLMs can solve
real-world problems.

The accuracy on SWE-bench is significantly low.
Compared to studies on single code, those at the
repository level are less conducted in terms of the
number of methods and datasets.

3 Proposed method

3.1 Overview

In previous methods of code search, the target code
and code candidates are input directly into a lan-

Figure 2: Code candidate conversion.

guage model.1 Then, the similarity between the tar-
get code and a code candidate is calculated based
on their embeddings (Liu et al., 2023). In our pro-
posed method, code is converted into text by an
LLM, and its embeddings are obtained using a lan-
guage model. For calculating similarity, we try two
methods: the cosine similarity of mean embeddings
and BERTScore (Zhang et al., 2020). An example
of text conversion of code candidates is shown in
Figure 2.

Furthermore, in addition to converting the target
code into text using an LLM, we also propose a
method that combines our proposed method with
the method of RepoCoder (Zhang et al., 2023). In
RepoCoder, the LLM is used to predict the next line
once, and the predicted line is used for re-searching.
In contrast, we propose adding explanations to the
prediction of the next line. An example of the
conversion that outputs an explanation in addition
to the prediction of the target code is shown in
Figure 3.

3.2 Prompt design

It is known that prompts have a significant impact
on the output of LLMs (Wei et al., 2022). There-
fore, we create and test several prompts. In addition
to manually created prompts, we propose automatic
prompts that are generated by the LLM itself. An
example of an automatic prompt is shown in Fig-
ure 4. The example in Figure 4 instructs the LLM

1In this paper, models to be converted to embeddings are
called “language models” rather than LLMs because of their
small model size.

131



Figure 3: Target code conversion. In this case, an LLM
converts the target code to a prediction of the next line
and an explanation of the prediction.

to describe a certain situation and then output a
prompt. This results in the generation of multiple
prompt candidates.

4 Experiments

4.1 Experimental settings

Code candidates and target code expressions
We examine several patterns of text conversion by
LLMs in the code completion tasks. The code
candidates are evaluated in three types: the origi-
nal code without conversion, text conversion using
prompts created by humans, and text conversion
using automatic prompts. In addition to these three
types, the target code is evaluated in a total of five
types, including the method of RepoCoder (Zhang
et al., 2023) described in Section 3.1 and the pro-
posed method. The manually created prompts and
the automatic prompts were determined by trying
several patterns and adopting the one with the best
accuracy on a small dataset. The actual prompts
used are shown in Table 1.

Used models / datasets Gpt-3.5-turbo2 is used
as the LLM for text conversion. The temperature
parameter is set to 0 to ensure consistent genera-
tion. The models used for conversion to embed-

2https://platform.openai.com/docs/models/
gpt-3-5

Figure 4: Auto Prompt. The green-highlighted section
instructs an LLM to generate a prompt, the orange-
highlighted section is an output of a text conversion
prompt for the target code, and the yellow-highlighted
section is an output of a prompt for text conversion for
the code candidates.

dings are RoBERTa3, UniXcoder4, CodeBERT5,
and text-embedding-ada-0026 (hereafter referred to
as ada-002). For calculating the similarity between
converted texts, the cosine similarity of mean em-
beddings and BERTScore (Zhang et al., 2020) were
compared.

For evaluation, we use the Java and Python
datasets of the repobench-r7 code search task from
RepoBench (Liu et al., 2023). Our evaluation is
conducted with a set of 8,000 pieces of target code
and code candidates under the settings of “XFF”
and “Easy”. “XFF” is the setting where the next
line to be predicted in the target code is the first one
to refer to external code. “Easy” is the task where,
on average, there are 6.6 files for Java and 6.7 files
for Python among the code candidates. The code
candidates are provided based on the dependencies
between files obtained by parsing the unfinished
code.

3https://huggingface.co/roberta-base
4https://huggingface.co/microsoft/

unixcoder-base
5https://huggingface.co/microsoft/

codebert-base
6https://platform.openai.com/docs/models/

embeddings
7https://huggingface.co/datasets/tianyang/

repobench-r
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Type Prompt
Common You will be given the code snippet.
Human Your task is to summarize the code into text for code retrieval. The

length should be around 500 characters.
Auto Translate the following code to text for code search:

Meta information
Repository name: Actual repository name
File path: Actual file path

(a) Prompt used to convert the code candidates.

Type Prompt
Common You will be given the unfinished code snippet.
Human Your task is to summarize the code into text for predicting the next

line of the code. The length should be around 500 characters.
Auto Convert the given incomplete code snippet into natural language

text:
Pred Predict the next line of the following code and output it. Make

sure to only output the prediction.
Pred+Explain Please predict and output the next line of the following code. Then,

explain why you made that prediction.

Meta Information
Repository name: Actual repository name
File path: Actual file path

(b) Prompt used to convert the target code.

Table 1: The prompts used for the code candidates and the target code. Type indicates the type of prompt: Common
is the first prompt entered at the beginning of every prompt; Human is a human-created prompt; Auto is a prompt
created by automatic prompting; Pred is a prediction of the next line; and Pred+Explain is a prediction of the next
line with its explanation. Meta Information is the information entered at the end of every prompt. The prompts
consist of the Common statement first, followed by the Human, Auto, Pred, or Pred+Explain statement, and finally
the Meta Information. After these prompts, the code is entered.

Evaluation metrics The evaluation of the code
search task follows the evaluation method of Re-
poBench. The metric is the percentage of correct
answers that are the code candidates with the high-
est similarity (acc@1) and the percentage of correct
answers that are included in the three most similar
ones (acc@3).

4.2 Results

The evaluation results for Python are shown in Ta-
ble 2, and the evaluation results for Java are pre-
sented in Appendix A. This paper discusses Table 2.
Table 2 lists, from left to right, the method of cal-
culating similarity, the model used to obtain em-
beddings for calculating similarity, the prompt for
code candidates, and the prompt for a target code.
The prompts are represented as follows: “Human”
for manually created prompts, “Auto” for automati-
cally generated prompts, “Original” for the original
code, “Pred” for the prediction of the next line, and
“Pred+Explain” for the prediction of the next line
with an added explanation.

The proposed method is more accurate than
the baseline. The highest accuracy was achieved
with ada-002 for both acc@1 and acc@3, using
the cosine similarity of embeddings, when the
code candidate was Original and the target code
was Pred+Explain. Among the publicly avail-
able models, it was achieved by UnixCoder with
BERTScore, when the code candidate was Human
and the target code was Pred+Explain. Compared
to the baseline, where the code candidate and the
target code were both Original, the accuracy of the
proposed method was significantly higher, confirm-
ing its effectiveness.

Pred+Explain is highly accurate. Overall, the
accuracy is good when the target code is
Pred+Explain, and in most cases, it is higher than
the other conversion methods. In particular, Pred,
which predicts the next line, is the existing method
proposed by RepoCoder, and the fact that accu-
racy improves by adding explanations confirms the
effectiveness of the proposed method.
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Unfinished Code
Retrieval Model Candidate Human Auto Original Pred Pred+Explain

acc@1 acc@3 acc@1 acc@3 acc@1 acc@3 acc@1 acc@3 acc@1 acc@3

BERTScore

RoBERTa
Human

17.06 48.77 15.92 48.95 18.29 51.09 20.85 53.64 24.27 55.39
CodeBERT 16.36 48.65 15.36 48.25 18.09 50.39 19.97 52.27 21.60 53.71
UniXcoder 20.52 52.92 18.94 51.84 25.90 58.74 30.57 61.91 31.34 63.09
RoBERTa

Auto
16.55 47.75 15.69 47.72 17.44 49.44 18.09 50.45 20.49 50.99

CodeBERT 16.54 47.72 15.84 46.85 17.60 49.71 17.64 50.21 18.24 49.90
UniXcoder 19.79 52.32 17.47 50.57 24.94 58.80 28.79 60.76 29.74 61.52
RoBERTa

Original
16.59 47.92 15.91 47.36 17.24 47.91 17.97 49.57 19.12 50.29

CodeBERT 16.21 46.99 15.74 46.50 16.84 48.51 17.86 49.34 18.26 49.06
UniXcoder 19.86 52.34 18.02 50.81 25.00 59.06 28.79 60.72 29.37 62.12

Embedding

RoBERTa

Human

16.52 48.14 16.17 48.57 16.45 47.50 16.95 47.97 19.41 50.19
CodeBERT 15.84 47.85 16.07 47.70 15.39 47.32 16.62 47.47 18.34 48.85
UniXcoder 20.29 53.64 19.00 51.75 25.06 58.90 29.79 61.32 30.65 62.46
ada-002 19.40 52.81 17.81 51.35 28.40 61.92 33.36 64.80 33.71 65.56
RoBERTa

Auto

16.35 47.51 15.72 47.14 15.85 47.74 16.55 47.77 17.37 47.71
CodeBERT 16.31 47.71 15.54 47.97 15.86 46.76 16.04 47.15 16.51 46.75
UniXcoder 19.70 52.24 17.16 50.15 24.16 58.12 27.82 60.61 29.40 61.35
ada-002 19.14 52.42 18.32 50.07 29.06 62.49 34.55 65.38 34.00 65.58
RoBERTa

Original

16.86 48.11 16.34 47.64 15.97 47.05 16.75 48.42 17.07 48.65
CodeBERT 16.15 46.91 16.04 46.85 15.77 46.26 15.95 47.37 16.00 47.12
UniXcoder 19.85 51.74 17.66 49.96 24.15 58.85 27.66 60.00 28.10 59.95
ada-002 19.64 52.56 17.62 50.49 27.95 63.31 33.66 65.76 34.82 66.61

Table 2: Result of the Python dataset. This table lists, from left to right, the method of calculating similarity,
the model used to obtain embeddings for calculating similarity, the prompt for code candidates, and the prompt
for a target code. The prompts are represented as follows: “Human” for manually created prompts, “Auto” for
automatically generated prompts, “Original” for the original code, “Pred” for the prediction of the next line, and
“Pred+Explain” for the prediction of the next line with an added explanation.

When the target code is Human or Auto, the
accuracy is low. On the contrary, when the target
code was Human or Auto, the accuracy was lower
than the baseline. This is thought to be because the
conversion of the code into text was done for the
entire code, which reduced the information about
the next line. When the target code was Original,
the last three lines were input into the model, fol-
lowing RepoBench. This treatment is believed to
have retained more information about the following
line.

High accuracy was achieved for code candidate
conversion through manual prompts. When we
focus on the text conversion of code candidates, the
overall trend in accuracy shows that Original and
Auto are roughly the same, with Human having
higher accuracy. This indicates that while the effec-
tiveness of text conversion was confirmed, that of
automatic prompts was not observed. The design
of prompts, under the conditions of this experiment,
resulted in higher accuracy when done manually,
making the automatic creation of prompts a chal-
lenge for future work.

UniXcoder and ada-002 are highly accurate.
When evaluating the accuracy for each model,
UniXcoder and ada-002 had high overall accuracy,
while RoBERTa and CodeBERT had low accuracy
for all prompts. The trends for CodeBERT and
UniXcoder were similar to those reported in Re-
poBench, with CodeBERT having low accuracy

and UniXcoder having high accuracy. RoBERTa,
which is not pre-trained on code, was supposed to
have higher accuracy because the code is converted
into text through text conversion. However, the
result was low. Ada-002 had high accuracy in the
CodeSearchNet (Husain et al., 2019) dataset8 and
also achieved high accuracy in repobench-r.

BERTScore is more accurate than Embed-
ding. For the calculation methods for similar-
ity, BERTScore is more accurate than Embedding
when comparing the same models. This is be-
cause BERTScore retrieves similarity for each to-
ken when calculating similarity, resulting in wide-
coverage information. However, the highest accu-
racy was achieved with Embedding’s ada-002, both
for acc@1 and acc@3, when the code candidate
was Original and the target code was Pred+Explain.
It should be noted that BERTScore cannot be ap-
plied to proprietary models such as ada-002.

Analysis of the computational resources re-
quired for text conversion Text conversion of
code candidates requires all files to be converted to
text by an LLM. However, by creating and caching
embeddings of the converted text, only a one-time
conversion is required, which requires relatively
few computational resources.

The text conversion of the target code generates
a prediction of the next line and its explanation to

8https://openai.com/blog/
new-and-improved-embedding-model
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perform a code search. This requires more compu-
tational resources than simply predicting the next
line. However, the explanations are often short,
and thus the computational resources are not used
excessively.

5 Conclusion

In this study, we proposed a method for code search
in code completion tasks, which involves convert-
ing code into text to obtain similarity. Additionally,
we proposed an automatic prompting method that
creates prompts for LLMs. While an improvement
in accuracy was confirmed for text conversion, no
improvement in accuracy was observed for auto-
matic prompting.

We hope that this study will contribute to the
development of code generation tasks at the repos-
itory level. In the future, we aim to apply text
conversion not only to tasks other than code com-
pletion tasks, such as debugging, but also beyond
repository-level tasks.
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A Result of the Java dataset

Unfinished Code
Retrieval Model Candidate Human Auto Original Pred Pred+Explain

acc@1 acc@3 acc@1 acc@3 acc@1 acc@3 acc@1 acc@3 acc@1 acc@3

BERTScore

RoBERTa
Human

13.90 45.26 12.96 43.82 16.86 49.22 20.21 52.31 20.75 52.97
CodeBERT 14.55 46.27 13.32 45.10 17.11 48.99 18.84 51.22 18.61 50.70
UniXcoder 13.87 45.79 13.19 43.89 20.70 53.96 24.95 56.76 23.55 56.89
RoBERTa

Auto
15.11 46.64 14.19 45.47 16.75 48.61 19.59 51.10 19.76 52.22

CodeBERT 15.42 47.95 14.34 45.75 16.64 48.46 18.16 49.87 18.25 49.76
UniXcoder 14.12 45.47 12.97 44.09 19.80 53.69 23.40 55.32 22.91 55.72
RoBERTa

Original
14.75 46.65 13.99 45.74 16.46 49.45 17.31 50.85 16.96 50.30

CodeBERT 14.92 47.29 14.25 46.85 16.61 49.72 17.20 50.45 17.22 49.34
UniXcoder 14.85 46.27 13.55 45.14 20.24 54.04 24.06 57.62 22.75 56.30

Embedding

RoBERTa

Human

14.80 46.30 14.57 45.54 16.39 49.60 16.96 49.82 18.27 50.26
CodeBERT 14.95 47.46 14.89 46.19 15.85 48.29 16.67 49.21 17.04 49.14
UniXcoder 14.00 46.00 13.10 44.11 20.20 53.91 24.21 56.62 23.46 56.69
ada-002 12.90 44.74 12.34 43.15 21.61 55.97 25.81 58.71 24.70 58.86
RoBERTa

Auto

14.99 46.56 15.17 45.92 16.45 48.86 17.19 48.99 17.37 49.66
CodeBERT 15.62 47.46 14.81 46.29 15.87 48.60 16.72 48.35 16.70 48.57
UniXcoder 14.14 45.95 13.15 44.16 20.32 54.30 23.04 55.67 22.96 56.21
ada-002 13.39 44.99 12.46 43.71 22.25 56.95 26.44 59.21 25.90 59.16
RoBERTa

Original

14.77 46.34 14.21 46.26 16.21 47.79 15.96 47.80 15.30 47.06
CodeBERT 15.42 47.16 14.99 47.10 15.47 47.86 16.07 48.14 15.54 47.62
UniXcoder 14.89 47.16 13.84 45.94 20.05 52.97 22.66 55.92 21.00 54.69
ada-002 13.12 45.12 12.16 43.56 22.10 57.20 27.91 61.24 26.41 60.52

Table 3: Result of the Java dataset. The trend is generally the same as Python, but in many cases, Pred is more
accurate than Pred+Explain. The proposed method is effective because the results are better when the code
candidates are converted to text.
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