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Abstract

Critical error detection (CED) in machine
translation is a task that aims to detect errors
that significantly distort the intended meaning.
However, the existing study of CED lacks ex-
plainability due to the absence of content ad-
dressing the reasons for catastrophic errors. To
address this limitation, we propose EXPLAIN-
ABLE CED, a dataset that introduces the at-
tributes of error explanation and correction re-
garding critical errors. Considering the advan-
tage of reducing time costs and mitigating hu-
man annotation bias, we leverage a large lan-
guage model in the data construction process.
To improve the quality of the dataset and miti-
gate hallucination, we compare responses from
the model and introduce an additional data fil-
tering method through feedback scoring. The
experiment demonstrates that the dataset appro-
priately reflects a consistent explanation and
revision for errors, validating the reliability of
the dataset.

1 Introduction

Critical error detection (CED) is a sub-task of
quality estimation (QE) that aims to identify sen-
tences where the intended meaning from the source
text is distorted due to catastrophic errors in ma-
chine translation (MT) systems (Specia et al., 2021;
Zerva et al., 2022). These distortions potentially
lead to offensive interpretations or cause social, le-
gal, or economic issues. While critical errors are
infrequent and can be considered a long-tail prob-
lem, it is essential to prevent issues caused by them,
thereby emphasizing the importance of CED in en-
suring the quality of MT systems (Raunak et al.,
2022).

However, the existing binary classification ap-
proach of the CED, which detects the presence of
fatal errors, merely blocks the erroneous output
from the MT system. Users, not native speakers of
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SRC But something more fundamental is at play: Brazil
may finally be overcoming some of the deepest ob-
stacles to its economic development, obstacles that
held the country back for decades.

MT Noch etwas Grundsätzlicheres jedoch zeichnet sich
ab: Großbritannien ist möglicherweise endlich dabei,
einige der größten Hürden für seine wirtschaftliche
Entwicklung zu überwinden - Hürden, die das Land
über Jahrzehnte hinweg zurückgeworfen haben. (But
something more fundamental is emerging: Britain
may finally be overcoming some of the biggest hur-
dles to its economic development - hurdles that have
set the country back for decades.)

Error Type NAM
Error
Explanation

The translation introduces a mistranslation by replac-
ing “Brazil” with “Großbritannien” (Great Britain).

Error
Correction

Noch etwas Grundsätzlicheres jedoch zeichnet sich
ab: Brasilien ist möglicherweise endlich dabei,
einige der größten Hürden für seine wirtschaftliche
Entwicklung zu überwinden - Hürden, die das Land
über Jahrzehnte hinweg zurückgeworfen haben. (But
something more fundamental is emerging: Brazil
may finally be overcoming some of the biggest hur-
dles to its economic development - hurdles that have
set the country back for decades.)

Table 1: An example of the EXPLAINABLE CED. SRC
is the source sentence in English, and MT is the MT
sentence in German.

the target language, cannot specify the description
for the error and its solutions (Sharou and Specia,
2022). These limitations highlight the necessity for
a comprehensive approach to address critical errors
to provide more precise guidance for non-native
users (Fomicheva et al., 2021a; Hase and Bansal,
2020).

In this regard, we propose a novel EXPLAIN-
ABLE CED dataset that includes descriptions of
portions significantly mistranslated from the origi-
nal intention and the corrected text that aligns with
the intended meaning. Each instance in EXPLAIN-
ABLE CED consists of the source sentence, target
sentence, error type, error explanation, and sen-
tence with the error corrected. To develop the
dataset, we use a large language model (LLM)-
based method. By leveraging the LLM, we can fur-
ther reduce the time and computational resources
in the data collection process. This approach al-
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leviates issues associated with the inconsistency
between human annotators and inherent biases that
are uncontrollable (Kruglanski and Ajzen, 1983;
Pronin, 2007; Ntoutsi et al., 2020; Ouyang et al.,
2022). Additionally, LLM not only exhibits excep-
tional performance across overall MT tasks (Vidal
et al., 2022; Lu et al., 2023; Raunak et al., 2023) but
also demonstrates more efficient capabilities in data
labeling compared to humans (Chen et al., 2023;
He et al., 2023). However, as LLMs still face chal-
lenges related to hallucinations (Bang et al., 2023),
our focus on data generation is on mitigating hallu-
cinations. When hallucinations are incorporated in
the responses of LLMs, the responses may differ
from each other and encompass potentially contra-
dictory information (Liu et al., 2022; Wang et al.,
2023; Manakul et al., 2023). To mitigate hallucina-
tions in LLMs, we adopt a method that compares
responses to various prompts and selects consistent
instances to enhance coherence. Furthermore, we
aim to improve the quality of the data by filtering
it based on feedback scores.

In the experiment, we introduce supplementary
inputs to investigate the mitigation of the halluci-
nation in the dataset. The results reveal that each
instance in the dataset is structured to retain mutu-
ally similar semantics, indicating that the dataset is
constructed to reflect the hallucination mitigation
strategy. We hope that this research will offer so-
lutions to critical errors and aid in future studies
aimed at improving the reliability of MT.

2 Related Works

The conference on machine translation (WMT) in
2021 introduces the CED for QE (Specia et al.,
2021). Jiang et al. (2021) proposes a classifier that
adds sampling to handle unbalanced data to detect
critical errors and integrates existing techniques for
finding errors. Rubino et al. (2021) introduces a
system that uses pre-trained XLM-R as a predictor
and stacked FFN layers as a binary classifier and
uses commercial machine translation tools to help
detect errors. Eo et al. (2022) utilizes prompt-based
fine-tuning, combining demonstration and commer-
cial machine translation systems to perform the
classification task.

Explainable QE is an explainability sub-
task following its first edition at Eval4NLP
2021 (Fomicheva et al., 2021b). The interpretabil-
ity of QE systems may be compromised due to
their reliance on models with numerous parameters.

To address this issue and maintain user trust, ex-
plainable QE is proposed (Fomicheva et al., 2021b).
Tao et al. (2022) proposes the sentence-level QE
model’s predictor as a feature extractor for sen-
tence word embeddings and utilizes the inverse
value of maximum similarity between each word
in the target and the source as the word transla-
tion error risk value. From a different perspec-
tive, perturbation-based QE proposes an unsuper-
vised word-level QE approach for evaluating black-
box MT systems (Dinh and Niehues, 2023). The
knowledge-prompted estimator employs the chain
of thought prompting method to provide enhanced
interpretability for QE (Yang et al., 2023).

As evidenced in previous studies, CED primarily
focuses on classifying binary labels that indicate
the presence or absence of errors. A limitation of
this binary classification is that it only enables the
MT system to prevent the presentation of trans-
lation results. Consequently, users fail to receive
translated outputs and struggle to understand and
recognize the errors that occur correctly. To address
this limitation, we propose a task that allows users
to comprehend and accept the critical errors that
arise and provides them with corrected translations.

3 EXPLAINABLE CED

In this section, we introduce a detailed description
of the components constituting the EXPLAINABLE

CED dataset and a methodology for constructing
the dataset through a three-phase process, consid-
ering consistency and hallucination. The dataset
contains three elements to explain translation errors
when given a source sentence and an MT sentence
containing the error (Table 1). The components are
designed as follows:

Error Type refers to a categorized label reflect-
ing the characteristics of errors. When multiple
errors are present, we prioritize and address only
the most severe ones. We adopt the categories de-
fined by Specia et al. (2021) as follows:

• Toxicity (TOX) is associated with hate speech
and aggressive language, which varies based
on individual, race, gender, etc. Such errors
manifest either through the introduction of
toxicity in the MT sentence when the source
sentence is devoid of toxicity or through the
complete removal of toxicity in the translation
when the source sentence contains it.

• Safety (SAF) can lead to potential safety risks

26



Error Type Error Explanation Error Correction

TOX SAF NAM SEN NUM ETC Sentences Tokens Sentences Tokens

En-De 2,096 520 3,793 512 1,676 76 8,673 382,941 8,673 294,239
En-Cs 861 10 533 38 4 4 1,450 66,175 1,450 30,274
En-Zh 559 11 611 47 9 6 1,243 64,565 1,243 23,545
En-Ja 444 14 263 33 7 10 771 31,172 771 12,895

Table 2: Statistics of the dataset for four language pairs. Error Type presents the number of instances for each
category. Error Explanation and Error Correction display the number of sentences and tokens.

for readers, as it constitutes a translation er-
ror. The errors may occur when content not
present in the source sentence is introduced
in the translation or when content from the
source sentence is omitted.

• Named Entity (NAM) occurs when named
entities are mistranslated, omitted, or not
translated in the target sentence. If it can be
determined that the term is a user’s name, then
it is considered a named entity error. A par-
tially translated named entity is not considered
a critical error if it can be understood to refer
to the same entity.

• Sentiment (SEN) occurs when the sentiment
of a sentence is reversed. However, a senti-
ment error does not necessarily have to indi-
cate a complete negation. For example, chang-
ing “possibly” to “with certainty” constitutes
a sentiment error.

• Number (NUM) is related to numbers. Such
errors manifest as either mistranslated num-
bers or the omission of numbers in the source
sentence within the translation sentence.

• Et Cetera (ETC) doesn’t belong to any of the
five categories above, but seriously compro-
mises the original text’s meaning.

Error Explanation refers to a description in nat-
ural language that details the occurrence of errors
in MT sentences. This includes explicit instances
indicating which part of the sentence contains the
translation error. Beyond the labeled instances, the
explanation offers a profound insight into the cause
and characteristics of the problem, thereby height-
ening the awareness of the error’s severity.

Error Correction refers to the revised sentence
where the translation sentence, which distorted the
original meaning, is corrected. The correction aims
to modify the erroneous parts in the translation
sentence with the least amount of editing.

3.1 Data Collection

We use the CED dataset publicly released at
WMT21 and 22 (Specia et al., 2021; Zerva et al.,
2022)1. We structure the EXPLAINABLE CED
dataset by annotating sentences with critical errors
based on the pre-constructed dataset. Our dataset
comprises language pairs of English-German (En-
De), English-Czech (En-Cs), English-Chinese (En-
Zh), and English-Japanese (En-Ja). We split the
dataset into train/validation/test subsets with a ratio
of 80%/10%/10%. The statistics of the dataset are
presented in Table 2, and examples can be found in
Appendix A.

We employ ChatGPT (OpenAI-Blog, 2022) (gpt-
3.5-turbo) to construct our dataset. All instructions
used in the construction of the dataset are disclosed
in Appendix B. Our approach to data generation is
based on the following incremental framework:

1) Selecting the Category We configure the
type based on the properties of errors. To minimize
inconsistencies that arise from identical requests
and enhance the reliability of the dataset, we mea-
sure the agreement among multiple responses. Po-
tential discrepancies caused by variations in prompt
format are considered. We utilize three distinct in-
structions to extract types by feeding the model
with source and target sentences. By comparing
these outputs, we identify the type that garners
majority agreement. For instance, if the model’s
responses are TOX, NUM, and NUM, we annotate
with NUM, as it holds the majority consensus.

2) Generating the Description In this phase,
we employ three methods to mitigate hallucinations
and enhance the quality of the explanation. First,
we structure the model’s input by providing not
only the source and MT sentences but also the type
generated from the previous stage. This approach
allows the generation of explanations aligned with
specific error types, ensuring semantic consistency

1This dataset is based on the Wikipedia comment domain,
which has a high percentage of TOX and NAM errors.
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En-De En-Cs

Input ACC F1 ACC F1

SRC+MT 81.83 59.21 82.35 33.73

SRC+MT+EXP 89.47 72.78 94.12 38.56
SRC+MT+COR 83.51 61.84 88.24 36.14
SRC+MT+EXP+COR 90.84 71.22 94.12 38.56

En-Zh En-Ja

Input ACC F1 ACC F1

SRC+MT 85.71 55.98 69.23 29.12

SRC+MT+EXP 94.81 64.66 76.92 32.46
SRC+MT+COR 88.31 58.97 74.36 30.99
SRC+MT+EXP+COR 93.51 63.55 79.49 33.70

Table 3: Performance comparison of models based on
input differences in error type classification experiments.
The best result is in bold. EXP is error explanation and
COR is error correction.

in the sentences produced by the model. Second,
to improve the quality of the generation, we apply
a self-refine approach (Madaan et al., 2023). By
leveraging the model’s internal feedback, we refine
the generated outcomes. Third, we compare the
two explanation sentences produced and purified
using distinct instructions to minimize disparities
in model responses. We select the sentence with
the highest model preference score from those sen-
tences that fall within the top 20% in terms of both
similarity and model preference scores. The sim-
ilarity score is measured using mSimCSE (Wang
et al., 2022), while the model preference score is
assessed using the GPT score (Liu et al., 2023).

3) Post-editing the Translation Generating
error-correcting translation sentences considers the
type and description generated in the previous steps.
This process is handled in a similar way to step 2.

4 Experiments

We investigate the experimental results for three
tasks using the EXPLAINABLE CED dataset. We
validate the dataset with a focus on whether hallu-
cination is mitigated due to low-quality data being
filtered out2. To verify that the dataset contains con-
sistent content, we conduct experiments incorpo-
rating each dataset element as input. This assumes
that if adding each dataset component to the input
yields a positive impact, it suggests that the dataset
is composed of consistent responses.

2Appendix C shows the improvement in GPT score perfor-
mance following the dataset construction process.

4.1 Error Type Classification

We conduct experiments to categorize types of er-
rors. The model f(ytype | xsrc, xerr) outputs a
probability distribution over error types ytype when
given a source sentence xsrc and its corresponding
translation with errors xerr, where ytype represents
potential translation error types: TOX, SAF, NAM,
SEN, NUM, ETC. This model enables the auto-
matic classification of error types in the translation.

We experiment by incorporating additional com-
ponents from our dataset, such as error expla-
nation and correction, as inputs. In this con-
text, the model is represented as f(ytype |
xsrc, xerr, xexp), f(ytype | xsrc, xerr, xcor), and
f(ytype | xsrc, xerr, xexp, xcor), where xexp de-
notes the error explanation sentence, while xcor
refers to the sentence with the error corrected.

Experiment Settings For training, we use
XLM-RoBERTa (Conneau et al., 2020). The model
is implemented with PyTorch3 and Hugging Face4.
We utilize the pre-trained language models ‘xlm-
roberta-large’ checkpoints. We use a batch size
64, the Adam optimizer with a learning rate 2e–5,
and train for ten epochs. The experiments are per-
formed on an NVIDIA RTX A6000 environment.
For evaluating the multi-label classification perfor-
mance, we employ accuracy and F1 score.

Results and Discussions Table 3 is the exper-
imental results to classify the categories of critical
errors. The results demonstrate the efficacy of mod-
els considering explanations or corrections, com-
pared to the baseline performance that only takes
into account the source and MT. Across all the
language pairs, performance improves when addi-
tional input is incorporated, indicating maintained
alignment between the data. Notably, the inclusion
of EXP resulted in an increase of 13.57 in the F1
score for En-De, 4.83 for En-Cs, and 8.68 for En-
Zh, suggesting the meaningful utility of EXP in
error analysis. However, for En-Ja, the combina-
tion of EXP+COR yielded the best results. This
indicates that while error explanations alone can
offer valuable insights, pairing them with correc-
tions in the dataset can produce synergistic effects
for specific languages.

4.2 Error Explanation Generation

The experiments involve examining the source sen-
tence and its mistranslated version, and then ex-

3https://pytorch.org/
4https://huggingface.co/

28

https://pytorch.org/
https://huggingface.co/


En-De En-Cs En-Zh En-Ja

Input BLEU ROUGE BLEU ROUGE BLEU ROUGE BLEU ROUGE

SRC+MT 5.89 27.14 1.02 15.19 2.44 14.80 4.11 15.52
SRC+MT+TYPE 11.95 29.34 4.43 16.00 3.60 16.23 2.04 11.90
SRC+MT+COR 11.94 28.84 4.53 21.79 4.73 22.18 2.69 11.60
SRC+MT+TYPE+COR 11.67 28.66 4.67 22.59 8.05 23.97 2.04 6.45

Table 4: Performance comparison of models based on input differences in error explanation generation

En-De En-Cs En-Zh En-Ja

Input BLEU ROUGE COMET BLEU ROUGE COMET BLEU ROUGE COMET BLEU ROUGE COMET

SRC+MT 53.08 70.64 76.87 14.56 27.02 50.42 3.59 14.51 54.33 3.79 13.76 48.12
SRC+MT+TYPE 52.51 70.64 76.87 15.51 27.41 50.38 3.42 17.38 50.93 15.51 27.51 47.67
SRC+MT+EXP 52.94 70.63 77.10 16.05 26.24 49.95 6.98 18.83 49.20 16.05 26.67 43.98
SRC+MT+TYPE+EXP 52.56 70.61 76.97 13.57 24.33 48.49 3.42 17.71 50.93 13.57 24.33 37.66

Table 5: Performance comparison of models based on input differences in error correction generation

plaining the errors in the translation sentence. The
model is trained to pinpoint the errors in the trans-
lation and describe the details of those errors in
natural language. We also add experiments that
include error type and correction sentences as addi-
tional input to assess the consistency of the dataset.

Experiment Settings We train using
mT5 (Xue et al., 2021) and utilize ‘google/mt5-
base’ checkpoints. We use a batch size 32, the
Adam optimizer with a learning rate 1e–4, and
train for 20 epochs. For evaluation, we employ
metrics such as BLEU (Papineni et al., 2002),
ROUGE-L (Lin, 2004).

Results and Discussions We present the re-
sults of experiments in generating error explanation
sentences in Table 4. The TYPE yields the highest
scores in both BLEU and ROUGE in the En-De
language pair. The En-Cs and En-Zh language
pairs exhibit higher performances when using both
TYPE and COR. This indicates that the addition of
information positively impacts the task of generat-
ing error explanations. Therefore, it can be demon-
strated that the data are consistent within each lan-
guage pair. For the En-Ja, including other input
has a detrimental effect. This may be attributed
to the limited amount of training data, suggesting
that the model might not have adequately learned
to incorporate supplementary information in longer
natural language sentences.

4.3 Error Correction Generation

We design experiments to correct mistranslations
that semantically align with the original text. We
also add experiments that include error type and
explanation sentence as input.

Experiment Settings This is the same as
in Section 4.2, except that we consider a metric,
COMET-22 (Rei et al., 2022). COMET-22 takes
into account different types of human judgments.

Results and Discussions Table 5 shows the
results of generating sentences with corrected crit-
ical errors in translation. The experiments show
that BLEU and ROUGE exhibit different patterns
compared to COMET. For the En-De, the baseline
achieves higher BLEU and ROUGE, which mea-
sure word overlap, while the EXP and TYPE+EXP,
which consider additional schemes, demonstrate
better performance in terms of COMET that re-
flects human judgments. This suggests that EXP
can help address the semantic aspects of transla-
tion post-editing. However, the opposite trend is
observed in other languages compared to En-De.
Performance improvements are significant in error
type classification and explanation generation due
to additional inputs, while not so in this task, un-
derscores the greater challenge of error correction
over detection.

5 Conclusion

We introduced EXPLAINABLE CED dataset to pro-
vide explainability for critical errors in MT. This
dataset offered descriptions of errors across error
types and fixing them. In constructing the dataset,
we proposed a framework for leveraging LLM. The
objective was to mitigate the hallucination by main-
taining consistency in the model’s responses and
to enhance the quality of the generation by the
self-refine. The results indicated that our dataset
maintains consistency despite being generated by
various model responses.
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Limitations

Our dataset exhibited an imbalance in language
pairs and category labels. This was primarily due
to the difficulty in collecting translations contain-
ing critical errors, which occur sparsely. We con-
structed our dataset utilizing the maximum avail-
able data and plan to supplement our dataset with
additional data containing critical errors in the fu-
ture.

This study utilized the ChatGPT for construct-
ing our dataset rather than the superior-performing
GPT-4 (OpenAI, 2023). This decision was primar-
ily driven by cost and time considerations. De-
ploying GPT-4 would have incurred approximately
15 times the expense of ChatGPT. As a result, we
opted for ChatGPT to minimize costs, and the ac-
tual expenditure for building the dataset was around
$40. While ChatGPT is efficient, it may not cap-
ture the depth and nuance that GPT-4 potentially
offers. While we have employed ChatGPT in this
context and have invested efforts in instruction tun-
ing and methods to mitigate hallucination, there are
inherent trade-offs.

Ethics Statement

MT systems serve as crucial means of conveying
information. However, erroneous or misleading
information may be propagated due to translation
errors. For instance, mistranslations can potentially
give culturally sensitive or offensive content and
infringe on individuals’ privacy by exposing per-
sonal information. Our task aims to prevent such
severe consequences and enhance the reliability of
MT systems. Furthermore, we employed the LLM
designed to adhere to ethical guidelines and prin-
ciples. In instances of significant toxicity, the data
were marked as containing offensive and toxic con-
tent. Consequently, from an ethical standpoint, the
model automatically filtered out potentially con-
cerning portions of the dataset.
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A Dataset Examples by Language Pairs

We present examples of the dataset for each lan-
guage pair. Table 6 illustrates a toxicity error,
where toxic words appear in En-De. Table 7 shows
a translation in En-Cs that omits the entity. Table 8
displays an example of a mistranslated number in
En-Zh. Table 9 presents an example of a sentiment
error in En-Ja that reverses the speaker’s intention.

B Prompt Examples

B.1 Data Generation Prompt
The design of appropriate prompts is important for
LLM performance. We compare prompts gener-
ated by humans and LLMs to devise an effective
design strategy. We create four prompts, two from
each of the two categories, and generate 100 ex-
amples for each prompt. We compare the GPT
scores for each example to select the most effec-
tive prompts. Through this process, we identify the
optimal prompt and effectively utilize the perfor-
mance of the LLM. Table 10 presents the prompts
used for data generation.

B.2 Feedback and Evaluation Prompt
Table 11 is utilized for the self-refine method and
evaluating GPT scores. For the self-refine method,
feedback sentences are employed, while in the GPT
score assessment, the total explanation score and
total modified translation score are used to evaluate
the explanation and correction, respectively.

C Measuring the Efficiency of the
Generation Process

Figure 1 illustrates the changes in the GPT scores
for both self-refine and data selection through com-
parison. This demonstrates that the self-refine pro-
cess positively impacts both EXP and COR qual-
ity. Furthermore, we can confirm that the latter
method is significantly more meaningful by com-
paring the performance between outputs generated
from a single prompt and those selected from mul-
tiple prompts.

Figure 1: Variation in data quality scores during genera-
tion process
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En-De

SRC The sooner you people just cut the crap and get on with writing wikipedia the encyclopedia and hang
up your sheriff badges the better.

MT Je früher Sie Leute einfach die Scheiße zu schneiden und mit dem Schreiben von wikipedia die
Enzyklopädie und hängen Sie Ihre Sheriff Auszeichnungen , desto besser . (The sooner you people
just cut the shit and start writing wikipedia’s encyclopedia and hang up your sheriff awards, the
better.)

Error Type TOX
Error Explanation The translation includes a profanity "Scheiße" that is not present in the source sentence.
Error Correction Je früher Sie Leute einfach den Unsinn lassen und mit dem Schreiben von wikipedia die Enzyklopädie

und hängen Sie Ihre Sheriff Auszeichnungen, desto besser. (The sooner you people just drop the
nonsense and start writing wikipedia’s encyclopedia and hang up your sheriff awards, the better.)

Table 6: An example TOX type for the English-German language pair

En-Cs

SRC Yep, I’m Catholic. Convert since 1998. I go to St. John’s. You?
MT Jo , jsem katolík , předělávám se od roku 1998 . (Yeah, I’m Catholic, I’ve been converting since

1998.)

Error Type NAM
Error Explanation The translation sentence contains a mistranslated named entity. The source sentence mentions “St.

Johnś”, which is a proper name for a church or a location. However, in the translation sentence, there
is no mention of “St. Johnś” and it is not clear what the translator intended to translate it as.

Error Correction Jo, jsem katolík. Konvertita od roku 1998. Chodím do kostela sv. Jana. A ty? (Yeah, I’m Catholic.
Convert since 1998. I go to St. John’s. And you?)

Table 7: An example NAM type for the English-Czech language pair

En-Zh

SRC and page is getting 76K hits an hour as a result.©
MT 果 ,面每小收到 76万次点。(As a result, the page receives 760,000 hits per hour.)

Error Type NUM
Error Explanation In the source sentence, it states “76K hits an hour”, which means 76,000 hits per hour. However, in

the translation sentence, it appears as “76万次点”, which translates to “760,000 hits”. This is an
incorrect translation of “76K” and may result in a major deviation from the intended meaning.

Error Correction 果，面每小收到76K次点。(As a result, the page received 76K hits per hour.)

Table 8: An example NUM type for the English-Chinese language pair

En-Ja

SRC Yeah, I’d prefer if you stop ignoring my request and act upon it, not wait until it expires automatically.
MT はい、私はあなたが私の要求を無視し、それに うことを停止し、それが自動的に

終了するまで待つことを好む で しょう 。(Yes, I would prefer that you ignore my request,
stop complying with it, and wait until it is automatically terminated.)

Error Type SEN
Error Explanation In the source sentence, the speaker is expressing a preference for someone to stop ignoring their

request and to act upon it before it expires automatically. However, in the translation sentence, the
sentiment is reversed and it appears as if the speaker prefers the other person to ignore their request
and wait until it expires automatically. This is a deviation in sentiment polarity that completely
changes the meaning of the original sentence.

Error Correction はい、私はあなたが私の要求を無視するのをやめて、それにし、自動的に期限が切れるのを待
つのではなく、すぐにすることを好みます。(Yes, I prefer that you stop ignoring my request and
address it immediately instead of waiting for it to expire automatically.)

Table 9: An example SEN type for the English-Japanese language pair
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Translations with critical errors are defined as translations that deviate in meaning as compared to the source sentence in
such a way that they are misleading and may carry health, safety, legal, reputation, religious, or financial implications.

{Critical Error Category}

Read the translation of the source sentence and perform the three tasks below. Please read the instructions carefully
before completing the task.

- Error Type: Please indicate which category the critical error in the translation sentence belongs to. If you find multiple
categories of errors, please indicate only the most serious one, and if it does not belong to any category, please indicate
“ETC”. If there is no error, mark it as “NOT” and do nothing further.

- Error Explanation: Please explain why the error occurred. Please describe the single most serious error from the error
category, and be concise in no more than two sentences, including examples.

- Error Correction: Please fix the error in the translation sentence, minimizing it to the part where the critical error
mentioned in the description appears.

Table 10: Prompt for generating each scheme. {Critical Error Category} is the description of error type in Section 3.

In machine translation, a critical error is an error that completely changes the meaning of the source text. Explanation is a
sentence that explains why this error occurred. This helps us understand what caused the error and helps us avoid similar
mistakes in the future. Correction is a sentence that corrects the erroneous translation. This is the process of fixing the
translation to correctly reflect the source text’s exact meaning. Based on the original and translation sentences, your
work evaluates and scores the explanation and correction. Please make sure you read and understand these instructions
carefully.

∗ Explanation Scoring ∗
- Specificity: Judge whether the explanation of translation errors is detailed and illustrated with examples. A score of 5
indicates a detailed explanation with examples, while a score of 1 indicates a less detailed explanation.

- Severity: Determine whether the explanation describes a critical error that distorts the meaning of the original text.
A score of 5 indicates that the explanation describes a critical error, while a score of 1 indicates that the explanation
describes an error that is not critical.

- Understandability: Score if the translation is described in a way that makes it easy to understand what is wrong with
the translation. A score of 5 indicates that the explanation is easy to understand, while a score of 1 indicates that the
explanation is difficult to understand.

- Brevity: The explanation should not include unnecessary information that does not help you understand the error. A
score of 5 indicates that the explanation does not contain unnecessary information, while a score of 1 indicates that the
explanation does contain unnecessary content.

- Focus: The explanation should focus on errors that appear in the translation, not to consider errors in the source itself. A
score of 5 indicates that the explanation accounts for errors present in the translation, while a score of 1 indicates that the
explanation only accounts for errors in the source sentence.

∗ Modified Translation Scoring ∗
- Semantic preservation: Determine whether the modified translation accurately reflects the meaning of the source text. A
score of 5 indicates a translation that completely preserves the original meaning, while a score of 1 indicates a translation
that significantly distorts or loses the original meaning.

- Error: Determine whether the corrected translation is free of critical errors. A score of 5 indicates no critical errors,
while a score of 1 indicates many critical errors.

- Minimal editing: Indicates how much the translation had to be edited to correct the error. A score of 5 means that the
original sentence required minimal editing, while a score of 1 means that the translation required significant editing.

- Naturalness: Rate the extent to which the corrected translation is a natural sentence in the target language. A score of 5
means that the sentence is very natural and fluent, while a score of 1 means that the sentence is awkward or unnatural.

- Reflectivity: Judge whether all the errors in the explanation have been corrected in the revised translation. A score of 5
indicates that all errors have been corrected, while a score of 1 indicates that many corrections have not been incorporated.

Table 11: Prompt for evaluating the generated error description and correction
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