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Introduction

Welcome to the tutorial session of NAACL 2024!

We are delighted to have you join us for this year’s NAACL tutorial session, a cornerstone event of our
conference. Our tutorials are designed to provide attendees with a comprehensive introduction to a diver-
se array of cutting-edge and emerging topics, delivered by esteemed researchers who are leaders in their
fields. These sessions aim to equip you with the latest insights, tools, and methodologies, enhancing your
understanding of the dynamic landscape of computational linguistics and natural language processing.

This year follows the tradition: the call, submission, reviewing, and selection of tutorials were coordina-
ted jointly for EACL, NAACL, ACL, and EMNLP. We formed a review committee including the EACL
tutorial chairs (Sharid Loáiciga, Mohsen Mesgar), NAACL tutorial chairs (Rui Zhang, Nathan Schnei-
der, Snigdha Chaturvedi), ACL tutorial chairs (Luis Chiruzzo, Hung-yi Lee, Leonardo Ribeiro), and the
interim EMNLP tutorial chair (Isabelle Augenstein). Each tutorial proposal was meticulously reviewed
by a panel of three reviewers, who evaluated the submissions based on a range of criteria. The selection
criteria included clarity and preparedness, novelty or timely character of the topic, instructors’ experien-
ce, likely audience interest, open access to the teaching materials, diversity (multilingualism, gender,
age, and geolocation), and the compatibility of preferred venues. A total of 27 tutorial submissions were
received, and 6 were selected for presentation at NAACL. These tutorials promise to deliver engaging
and informative sessions that cater to a wide range of interests and expertise levels within our community.

We extend our heartfelt gratitude to all tutorial authors for their contributions and to the conference orga-
nizers for their unwavering commitment and dedicated collaboration, particularly General Chair Katrin
Erk.

We sincerely hope that you find these tutorials enriching and that they enhance your conference expe-
rience. Enjoy the tutorials and the many opportunities for learning and networking at NAACL 2024!

Warm regards,
NAACL 2024 Tutorial Co-Chairs,
Rui Zhang
Nathan Schneider
Snigdha Chaturvedi
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Abstract
In recent years, Natural Language Generation
(NLG) techniques have greatly advanced, espe-
cially in the realm of Large Language Models
(LLMs). With respect to the quality of gen-
erated texts, it is no longer trivial to tell the
difference between human-written and LLM-
generated texts (i.e., deepfake texts). While
this is a celebratory feat for NLG, it poses new
security risks (e.g., the generation of misin-
formation). To combat this novel challenge,
researchers have developed diverse techniques
to detect deepfake texts. While this niche field
of deepfake text detection is growing, the field
of NLG is growing at a much faster rate, thus
making it difficult to understand the complex in-
terplay between state-of-the-art NLG methods
and the detectability of their generated texts.
To understand such inter-play, two new com-
putational problems emerge: (1) Deepfake Text
Attribution (DTA) and (2) Deepfake Text Obfus-
cation (DTO) problems, where the DTA prob-
lem is concerned with attributing the author-
ship of a given text to one of k NLG meth-
ods, while the DTO problem is to evade the
authorship of a given text by modifying parts
of the text. In this cutting-edge tutorial, there-
fore, we call attention to the serious security
risk both emerging problems pose and give
a comprehensive review of recent literature
on the detection and obfuscation of deepfake
text authorships. Our tutorial will be 3 hours
long with a mix of lecture and hands-on exam-
ples for interactive audience participation. You
can find our tutorial materials here: https:
//tinyurl.com/naacl24-tutorial.

1 Introduction

Since the advent of the Transformer network archi-
tecture (Vaswani et al., 2017) in 2018, the field of
NLG has exponentially expanded. This architec-
tural design led to the development of GPT-1 (Rad-
ford et al., 2018), the first installment in deepfake
text generative models that are capable of gener-
ating long-coherent texts. Since then there have

been several (i.e., GPT-4 (OpenAI, 2023), Flan-T5
(Chung et al., 2022), LlaMA (Meta, 2023), etc).
In fact, with each new installment in the world
of long-coherent text generation, these generated
texts become more and more human-like. Such
LLM-generated texts are referred to as deepfake
texts. While this is a great feat for the field of
NLG and has several impactful applications, such
text generators pose a security risk. This security
risk is the potential inability to distinguish human-
written texts from deepfake texts, which allows for
malicious users of such NLG models to generate
misinformation (Zellers et al., 2019; Uchendu et al.,
2020), and propaganda (Varol et al., 2017).

Therefore, we have 2 problems to tackle - (1) dis-
tinguish deepfake texts from human-written texts,
and (2) detect obfuscated (i.e., a technique to
evade detection) deepfake texts. While several re-
searchers are working on these two problems, a
few issues with deepfake text generation have been
highlighted by other researchers. These issues or
limitations include: (1) memorization & plagiariz-
ing of training set (Carlini et al., 2021; Duskin et al.,
2021; Lee et al., 2022), (2) generation of toxic &
harmful speech (Pavlopoulos et al., 2020; Venkit
et al., 2023; Deshpande et al., 2023), (3) genera-
tion of hallucinated text (Zhou et al., 2021; Ji et al.,
2023), (4) generation of misinformation (Jawahar
et al., 2020; Pan et al., 2023; Shevlane et al., 2023),
etc.

Such limitations of deepfake text generators, fur-
ther confirm the need to reliably distinguish human-
written and deepfake texts. Thus, in this tutorial,
we explore the following: (1) Deepfake Text Attri-
bution (DTA) which involves correctly attributing
the authorship of a given text to one of k NLG meth-
ods, and (2) Deepfake Text Obfuscation (DTO) that
focus on evading the authorship of a given text by
modifying parts of the text.
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2 Target Audience & Prerequisites

The target audience includes graduate stu-
dents, practitioners, and researchers attending the
NAACL conference, coming from different areas
of the Machine Learning (ML)/Natural Language
Processing (NLP)/Computational Linguistics (CL)
field. Basic common knowledge in NLP and ML
would be helpful but not required. We plan to make
the tutorial as self-contained as possible for a wider
audience. We expect about 50-70 participants to
attend our tutorial. Lastly, we believe that this
tutorial will be most suited to the NAACL 2024
conference.

3 Tutorial Type

Hence, we propose a cutting-edge tutorial with
hands-on examples that will present the current
research on deepfake text detection. Our tutorial
will be mainly a mix of lecture and hands-on
style. It will include examples of the generation,
detection, and obfuscation of deepfake texts for
interactive participation from the audience.

4 Tutorial Outline

The materials of our tutorial will mainly contain
lecture-based slideshows of this cutting-edge niche
field. Although we are delivering the tutorial in lec-
ture style, we also include a few quick interactive
activities to showcase real-life examples of deep-
fake texts and their implications. They will be polls,
binary/multiple-choice, and group-based questions.

4.1 Introduction and Background (30
minutes)

This section will introduce the topic of NLG and
the many improvements it has seen since the incor-
poration of the Transformer network into Language
models. After this introduction, we will briefly dis-
cuss deepfake text generation. Next, we motivate
the many benefits of deepfake texts as well as the
risks they could pose. This will allow us to tran-
sition to briefly introducing the main problem -
deepfake text attribution and obfuscation. Finally,
we provide an outline of the tutorial which will in-
clude topics that would be covered and not covered
in the tutorial.

Then, we will focus on the evolution of deepfake
text generation and detection. We will also briefly
introduce the history of Deepfake Text Attribution

(DTA) and Deepfake Text Obfuscation (DTO). Par-
ticularly, we will discuss the different terminolo-
gies used to describe deepfake texts (such as artifi-
cial texts, synthetic texts, machine-generated texts,
etc.). As this is still a relatively new field, there
is still no agreed-upon universal term for deepfake
text generation. We will also briefly highlight why
we use the term deepfake texts generation, instead
of the other terms.

4.2 Deepfake Text Attribution (40 minutes)
This section will present the following sub-topics:

1. Interactive Activity. We start this session by
inviting the audience to join in a hands-on ac-
tivity. The attendees will be asked to detect
some examples of human-written v.s. deep-
fake texts. We will prepare paper handouts
for the audience for this activity, which will
include all the needed descriptions. In the hy-
brid setting, we will show the material through
the provided video call system (e.g., Zoom).
Through this activity, we want the attendees
to grasp the difficulty of detecting deepfake
texts, due to the challenges of distinguishing
them from human-written ones.

2. Datasets. We will introduce several relevant
publicly available English and multilingual
datasets across different domains such as Tur-
ingBench dataset (Uchendu et al., 2021), M4
(Wang et al., 2023), Med-MMHL (Sun et al.,
2023), DeepfakeTextDetect (Li et al., 2023),
etc.

3. Computational Approaches. We will
present the different ways in which re-
searchers have tackled the problem of deep-
fake text detection. We will also discuss the
limitations of the current computational ap-
proaches and potential ways the ML/NLP/CL
communities could mitigate or solve such lim-
itations. Some of the current SOTA automated
DTA approaches include GPT-2 Output De-
tector1, DetectGPT (Mitchell et al., 2023),
GPTZero2, etc.

4. Human Approaches. We will present and
discuss the several ways in which researchers
have attempted to improve human detection

1https://huggingface.co/spaces/openai/
openai-detector

2https://gptzero.me/
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(Clark et al., 2021; Ippolito et al., 2020; Dugan
et al., 2020; Pillutla et al., 2021; Gehrmann
et al., 2019; Dou et al., 2021; Uchendu et al.,
2023b; Perkins et al., 2023) of deepfake texts.

4.3 Watermarking LLMs (25 minutes)
In addition, we will discuss several watermarking
techniques (Kirchenbauer et al., 2023; Yoo et al.,
2023; Zhao et al., 2023), another computational
approach to mitigating the potential negative ef-
fects of deepfake text generation. Watermarking
essentially embeds a hidden pattern into a text such
that the pattern enables its detection by deepfake
text detectors while being imperceptible to the hu-
man eye. This has implications for inhibiting mis-
use, misattribution and Intellectual Property (IP)
infringement of deepfake texts, and is a growing
and increasingly crucial line of work for the safe
and large-scale deployment of LLMs in real-world
settings.

4.4 QUESTIONS (10 minutes)
4.5 BREAK (30 minutes)

4.6 Obfuscation of Deepfake Texts (40
minutes)

This section will present the following sub-topics:

1. Deepfake Text Obfuscation Techniques. We
first introduce the definitions of DTO task and
how it is different from adversarial attacks.
Then, we will briefly describe some of the cur-
rent SOTA DTO algorithms (e.g., (Mahmood
et al., 2019; Haroon et al., 2021)) and also
some relevant adversarial attack techniques on
text. Then, we discuss in detail all the research
that has been done in this area to highlight
the lack of adversarial robustness of SOTA
DTA models for deepfake texts detection (Jun
et al., 2022; Crothers et al., 2022; Gagiano
et al., 2021; Wolff and Wolff, 2020). Next, we
discuss the gaps in the literature, the future
direction of problems in this domain, and the
ways in which the ML, NLP and CL commu-
nity could contribute and improve upon the
current landscape.

2. Interactive Game. We will demonstrate a
demo for adversarially perturbing the deep-
fake texts in real-time to mislead the deepfake
texts DTA detectors to misclassify. For this
demonstration, we will utilize the ChatGPT
Detectors - GPTZero, and ZeroGPT.

4.7 Applications and Implications (15
minutes)

We will use this session to encourage the audience
to ponder how deepfake texts will influence their
sub-discipline community. In particular, we will
discuss how improvements in DTA and DTO tasks
could be applied to similar problems like fake news
detection, hallucinated text detection, chatbot de-
tection, hate speech detection, etc. We will also
briefly discuss conversational AI models, such as
ChatGPT under the context of the tutorial (e.g.,
distinguishing between human and automated con-
versational agents via DTA). Finally, we will then
focus our talk on discussing one to two specific sce-
narios where deepfake texts can be utilized for both
good and malicious purposes. We will encourage
the audience to engage in the discussion via live
polling.

4.8 Future Direction (10 minutes)
In this section, we will present and discuss the fu-
ture directions in this field and potential ways the
ML, NLP, and CL communities can both benefit
and assist. These directions include the building of
(1) explainable & Intuitive DTA models for deep-
fake text detection, (2) robust style-based classifier,
and (3) deepfake text obfuscation for k > 2 au-
thors.

4.9 QUESTIONS (15 minutes)

5 Reading List

The references included in this tutorial proposal are
relevant references to help the audience get more
acquainted with the topic. Also, this NAACL 2024
tutorial will be largely drawn from the authors’
recent survey paper (Uchendu et al., 2023a).

6 Tutors

Presenters of this tutorial include a diverse group of
researchers. See below for their brief biographies.

• Adaku Uchendu3 is a Technical Staff mem-
ber (AI researcher) at MIT Lincoln Lab. She
recently earned her Ph.D. in Information Sci-
ences and Technology from Penn State Uni-
versity. She was a Sloan scholarship fel-
low, an NSF CyberCorps SFS scholar, and
a Button-Waller fellow. Her dissertation is
titled Reverse Turing Test in the Age of Deep-
fake Texts. She has authored several papers

3Main Contact
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in deepfake text detection at top-tier confer-
ences & journals - EMNLP, KDD Exploration,
Web Conference, AAAI HCOMP, NAACL,
etc. In addition, she led two similar Tu-
torials titled, Tutorial on Artificial Text De-
tection (Uchendu et al., 2022) at the INLG
conference in July 2022 and Catch Me If
You GAN: Generation, Detection, and Ob-
fuscation of Deepfake Texts (Fionda et al.,
2023) at the Web conference in April 2023.
Also, she will give a similar tutorial (with
the same title as this proposal) at the 2023
NSF Cybersecurity Summit in October 2023.
More details of her research can be found at:
https://adauchendu.github.io/.
E-mail: adaku.uchendu@ll.mit.edu

• Saranya Venkatraman is a Ph.D. student
at Penn State University, working under the
guidance of Dr. Dongwon Lee in the Col-
lege of Information Sciences and Technology.
Her research focuses on using psycholinguis-
tics theories and theories of human cogni-
tion to inform natural language processing
techniques, with a focus on deepfake text de-
tection and deepfake text obfuscation. She
also contributed to and presented a Tutorial
on Artificial Text Detection (Uchendu et al.,
2022) at the INLG conference, in July 2022
and has published in top-tier conferences like
AAAI, EMNLP, EACL, NAACL, and CHI.
More details of her research can be found
at: https://saranya-venkatraman.
github.io/.
E-mail: saranyav@psu.edu

• Thai Le is joining the Department of Com-
puter Science at Indiana University as an As-
sistant Professor. He has been an Assistant
Professor at the University of Mississippi,
worked at Amazon Alexa, and obtained his
doctorate from The Pennsylvania State Uni-
versity. He has published several relevant
works at top-tier conferences such as KDD,
ICDM, ACL, EMNLP, and Web Conference.
He is also one of the Instructors in a similar
Tutorial presented at the Web conference in
April 2023 and the 2023 NSF Cybersecurity
Summit in October 2023. In general, he re-
searches the trustworthiness of machine learn-
ing and AI, with a focus on explainability and
adversarial robustness of machine learning

models. More details of his research can be
found at: https://lethaiq.github.
io/tql3.
E-mail: leqthai.vn@gmail.com

• Dongwon Lee is a Full Professor in the Col-
lege of Information Sciences and Technology
(a.k.a. iSchool) at Penn State University, and
also an ACM Distinguished Scientist and Ful-
bright Cyber Security Scholar. Before start-
ing at Penn State, he worked at AT&T Bell
Labs and obtained his Ph.D. in Computer Sci-
ence from UCLA. From 2015 to 2017, he also
served as a Program Director at National Sci-
ence Foundation (NSF), co-managing cyber-
security education and research programs and
contributing to the development of national
research priorities. In general, he researches
problems in the areas of data science, machine
learning, and cybersecurity. Since 2017, in
particular, he has led the SysFake project at
Penn State, investigating computational and
socio-technical solutions to better combat fake
news. More details of his research can be
found at: http://pike.psu.edu. Pre-
viously, he has given nine tutorials at vari-
ous venues, including WWW, AAAI, CIKM,
SDM, ICDE, and WebSci.
E-mail: dongwon@psu.edu

7 Previous Tutorials

Adaku, Thai, and Dongwon presented a similar tu-
torial at the ACM Web conference in April 2023,
titled “Catch Me If You GAN: Generation, Detec-
tion, and Obfuscation of Deepfake Texts”4. Further-
more, the tutors led the same tutorial at the 2023
NSF Cybersecurity Summit in October 2023. How-
ever, due to the growing interest in deepfake text
detection, and the emerging strategies to ascertain
the authorship of deepfake texts, we introduce an-
other tutor, Saranya Venkatraman for the NAACL
Tutorial to include latest developments, such as
watermarking strategies of deepfake texts both in
theory and practical applications.

8 Ethics Statement

While we highlight the potential negative applica-
tions of LLMs to motivate the creation of solutions
to mitigate their effects, we understand that malev-
olent actors could use such knowledge maliciously.

4https://adauchendu.github.io/
Tutorials/
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However, since the focus of our tutorial is on miti-
gation, we believe that the benefits of this tutorial
outweigh the risks. Additionally, our tutorial will
also include strategies, like watermarking that can
be used by creators of LLMs to further mitigate the
potential negative exploitation of LLMs.
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Abstract
This tutorial seeks to provide a systematic sum-
mary of risks and vulnerabilities in security,
privacy and copyright aspects of large language
models (LLMs), and most recent solutions to
address those issues. We will discuss a broad
thread of studies that try to answer the follow-
ing questions: (i) How do we unravel the ad-
versarial threats that attackers may leverage in
the training time of LLMs, especially those
that may exist in recent paradigms of instruc-
tion tuning and RLHF processes? (ii) How
do we guard the LLMs against malicious at-
tacks in inference time, such as attacks based
on backdoors and jailbreaking? (iii) How do
we ensure privacy protection of user informa-
tion and LLM decisions for Language Model
as-a-Service (LMaaS)? (iv) How do we protect
the copyright of an LLM? (v) How do we detect
and prevent cases where personal or confiden-
tial information is leaked during LLM training?
(vi) How should we make policies to control
against improper usage of LLM-generated con-
tent? In addition, will conclude the discussions
by outlining emergent challenges in security,
privacy and reliability of LLMs that deserve
timely investigation by the community.

1 Introduction

Large Language Models (LLMs) have received
wide attention from the society. These models
have not only shown promising results across NLP
tasks (Brown et al., 2020; Chowdhery et al., 2022;
Smith et al., 2022), but also emerged to be the back-
bone of many intelligent systems for web search
(Heaven, 2022), education (Kasneci et al., 2023),
healthcare (Zhou et al., 2023a; Luo et al., 2022),
e-commerce (Zhang et al., 2023) and software de-
velopment (Zhao et al., 2023b). From the societal
impact perspective, LLMs like GPT-4 and Chat-
GPT have shown significant potential in supporting
decision making in many daily-life tasks.

Despite the success, the increasingly scaled sizes
of LLMs, as well as their growing deployments in

systems, services and scientific studies, are bring-
ing along more and more emergent issues in secu-
rity and privacy. On the one hand, since LLMs are
more potent of memorizing vast amount of infor-
mation, they can definitely memorize well any kind
of training data that may lead to adverse behaviors,
leading to backdoors (Wallace et al., 2021; Li et al.,
2023c; Xu et al., 2024a) that may be leveraged
by adversaries to control or hack any high-stake
systems that are built on top of the LLMs (Luo
et al., 2022; Tinn et al., 2023; Araci, 2019). In this
context, LLMs may also memorize personal and
confidential information that exist in corpora and
the RLHF process (Wang et al., 2023b), therefore
being prone to various privacy risks including mem-
bership inference (Shokri et al., 2017; Mahloujifar
et al., 2021; Shejwalkar et al., 2021), training data
extraction (Carlini et al., 2019, 2021; Lehman et al.,
2021; Lukas et al., 2023), and jailbreaking attacks
(Li et al., 2023a; Xu et al., 2024c; Mo et al., 2024).
On the other hand, the wide usage and adaption of
LLMs also challenge the copyright protection of
models and their outputs. For example, while some
models restrict commercial uses (Touvron et al.,
2023; Chiang et al., 2023) or restrict derivatives
of license (Zeng et al., 2022; Xu et al., 2024b), it
is hard to ensure that downstream developers fine-
tuning these models will comply with the licenses.
It is also hard to identify improper usage of LLM
generated outputs especially in scenarios like peer
review (Donker, 2023) and lawsuits (Weidinger
et al., 2021) where model generated content should
be strictly controlled. Moreover, while a number
of LLMs are deployed as services (Brown et al.,
2020; Kasneci et al., 2023), privacy protection of
information in both user inputs (Zhou et al., 2022)
and model decisions (Yao et al., 2023) represents
another challenge, particularly for healthcare and
fintech services (Luo et al., 2022; Wu et al., 2023b).

This tutorial presents a comprehensive introduc-
tion of frontier research on emergent security and
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privacy issues in the era of LLMs. In particular, we
try to answer the following questions: (i) How do
we unravel the adversarial threats in the training
time of LLMs, especially those that may exist in
recent paradigms of instruction tuning and RLHF
processes? (ii) How do we guard the LLMs against
malicious attacks in inference time, such as attacks
based on backdoors and jailbreaking? (iii) How do
we addressing the privacy risks of LLMs, such as
ensuring privacy protection of user information and
LLM decisions? (iv) How do we protect the copy-
right of an LLM? (v) How do we detect and prevent
cases where personal or confidential information
is memorized during LLM training and leaked dur-
ing inference? (vi) How should we control against
improper usage of LLM-generated content?

By addressing these critical questions, we be-
lieve it is necessary to present a timely tutorial to
comprehensively summarize the new frontiers in
security and privacy research in NLP, and point
out the emerging challenges that deserve further
attention of our community. Participants will learn
about recent trends and emerging challenges in this
topic, representative tools and learning resources to
obtain ready-to-use technologies, and how related
technologies will realize more responsible usage of
LLMs in end-user systems.

2 Outline of Tutorial Content

This half-day tutorial presents an overview of fron-
tier research on addressing the emergent security
and privacy issues of LLMs. The detailed contents
are outlined below.

2.1 Background and Motivation [20min]

We will begin motivating this topic with a selec-
tion of real-world LLM applications that are prone
to various kinds of security, privacy and vulnera-
bility issues, and outline the emergent technical
challenges we seek to discuss in this tutorial.

2.2 Addressing Training-time Threats to
LLMs [35min]

One significant area of security concern for LLMs
is their susceptibility during the training phase. Ad-
versaries can exploit this vulnerability by strategi-
cally contaminating a small fraction of the train-
ing data and lead to the introduction of back-
doors or a significant degradation in model per-
formance (Chen et al., 2021). We will begin dis-
cussing the training-time threats by delving into

various attack types including sample-agnostic
attacks like word or sensitive-level trigger at-
tacks (Chen et al., 2021; Gu et al., 2017; Yan et al.;
Dai et al., 2019), sample-dependent attacks such
as syntactic (Qi et al., 2021b), paraphrasing (Li
et al., 2023c) and back translation attacks (Chen
et al., 2022). Subsequently, encompassing emer-
gent LLM development processes of instruction
tuning and RLHF, we will discuss how attackers
may capitalize on these processes, injecting tai-
lored instruction-following examples (Xu et al.,
2024a; Shu et al., 2023) or manipulating ranking
scores (Shi et al., 2023a) to purposefully alter the
model’s behavior. We will also shed light on the
far-reaching consequences of training-time attacks
across diverse LLM applications (Cai et al., 2023;
Patil et al., 2023). Moving forward, we will in-
troduce threat mitigation strategies in three pivotal
stages: (i) Data Preparation Stage where defend-
ers are equipped with means to sanitize training
data, eliminating potential sources of poisoning(Jin
et al., 2022); (ii) Model Training Stage where de-
fenders can measure and counteract the influence
of poisoned data within the training process (Liu
et al., 2024; Graf et al., 2024); (iii) Inference Stage
where defenders can detect and eliminate poisoned
data given the compromised model (Kurita et al.,
2020; Chen and Dai, 2021; Qi et al., 2021a; Li
et al., 2021, 2023b).

2.3 Mitigating Test-time Threats to LLMs
[35min]

Malicious data existing in the training corpora, task
instructions and human feedbacks are likely to
cause threats to LLMs before they are deployed
as Web services (Wan et al., 2023; Xu et al., 2024a;
Greshake et al., 2023). Due to the limited acces-
sibility of model components in these services,
mitigation of such threats are realistically be ad-
dress through test-time defense or detection. In
the meantime, new types of vulnerabilities can also
be introduced during test-time through adversarial
prompts, instructions and few-shot demonstrations
(Xu et al., 2024a; Wang et al., 2023a; Liu et al.,
2023b; Mo et al., 2024; Zou et al., 2023; Liao
and Sun, 2024). In this part of tutorial, we will
first introduce test-time threats to LLMs through
prompt injection, malicious task instructions, jail-
breaking attacks, adversarial demonstrations, and
training-free backdoor attacks (Liu et al., 2023b;
Xu et al., 2024a; Li et al., 2023a; Wang et al.,
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2023a, 2024a; Huang et al., 2023b; Greshake et al.,
2023; Xu et al., 2024c; Wang et al., 2024b; Mo
et al., 2024). We will then provide insights on
mitigating some of those test-time threats based
on techniques including prompt robustness esti-
mation, demonstration-based defense, role-playing
prompts and ensemble debiasing (Liu et al., 2023a,
2024; Zhou et al., 2023b; Wu et al., 2023a; Mo
et al., 2023). While many issues with the test-time
threats still remain unaddressed, we will also pro-
vide a discussion about how the community should
develop to combat those issues.

2.4 Handling Privacy Risks of LLMs [35min]
Along with LLMs’ impressive performance, there
have been increasing concerns about their privacy
risks (Neel and Chang, 2023). In this part of the
tutorial, we will first discuss several privacy risks
related to membership inference attack (Mahlou-
jifar et al., 2021; Shejwalkar et al., 2021; Song
and Mittal, 2021; Shi et al., 2023b) and training
data extraction (Carlini et al., 2019, 2021; Lehman
et al., 2021; Lukas et al., 2023; Nasr et al., 2023).
Next we will discuss privacy-preserving methods
in two categories: (i) data sanitization including
techniques to detect and remove personal identi-
fier information (Dernoncourt et al., 2017; Johnson
et al., 2020), or replace sensitive tokens based on
differential privacy (DP; Weggenmann and Ker-
schbaum 2018; Feyisetan et al. 2020; Yue et al.
2021); (ii) Privacy-preserved training, with a fo-
cus on methods using DP for training (Lyu et al.,
2020; Du et al., 2023a,b; Dupuy et al., 2022; Hoory
et al., 2021; Li et al., 2022; Yu et al., 2021a,b; Zhao
et al., 2022b; Shi et al., 2022; Yue et al., 2023).
At last, we discuss existing methods on balancing
between privacy and utility (Mireshghallah et al.,
2023; Arora et al., 2023), and reflections on what
it means for LLMs to preserve privacy, especially
on understanding appropriate contexts for sharing
information (Brown et al., 2022; Cummings et al.,
2023).

2.5 Safeguarding LLM Copyright [35min]
Other than direct open source, many companies and
organizations offer API access to their LLMsthat
may be vulnerable to model extraction attacks via
distillation. In this context, we will first describe
potential model extraction attacks (Tramèr et al.,
2016; Krishna et al., 2020; Wallace et al., 2020;
He et al., 2021). We will then present watermark
techniques to identify distilled LLMs, including

those for MLMs (Zhao et al., 2022a) and genera-
tive LMs (He et al., 2022a,b; Zhao et al., 2023a).
DRW (Zhao et al., 2022a) adds a watermark in the
form of a cosine signal that is difficult to eliminate
into the output of the protected model. He et al.
(2022a) propose a lexical watermarking method
to identify IP infringement caused by extraction
attacks, and CATER (He et al., 2022b) proposes
conditional watermarking by replacing synonyms
of some words based on linguistic features. How-
ever, both methods are surface-level watermarks
which the adversary can easily bypass by randomly
replacing synonyms in the output, making it diffi-
cult to verify by probing the suspect models. GIN-
SEW (Zhao et al., 2023a) randomly groups vocab-
ulary into two and adds a watermark based on a
sinusoidal signal. This signal will be carried over
to the distilled model and can be easily detected
using Fourier transform.

2.6 Future Research Directions [30min]

Enumerating and addressing LLM security and pri-
vacy issues is essential to ensure reliable and re-
sponsible usage of LLMs in services and down-
stream systems. However, the community moves at
a rapid pace and matching developments in LLM
security with formal research and application needs
is not trivial. At the end of this tutorial, we out-
line emergent challenges in this area that deserve
timely investigation by the community, including
(i) how to protect confidential training data during
server-side LLM adaptation, (ii) how to realize self-
explainable defense processes of LLMs, (iii) how
to handle private information that has already been
captured by LLMs (Huang et al., 2023a), and (iv)
how to document security, privacy, copyright and
vulnerability risks to enable more responsible de-
velopment and deployment of LLMs (Derczynski
et al., 2023).

3 Specification of the Tutorial

The proposed tutorial is considered a cutting-edge
tutorial that introduces new frontiers in indirectly
supervised NLP. The presented topic has not been
well covered by any ⋆ACL tutorials in the past
4 years. The closest one is the EACL 2023 tuto-
rial titled “Privacy-Preserving Natural Language
Processing,” from which our tutorial differs from
several key perspectives: (i) the EACL 2023 tuto-
rial mainly focused on privacy protection, while
we cover both security and privacy issues; (ii) the
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EACL 2023 covers issues related to PLMs and ear-
lier NLP models, while we focus on the emerging
and timely issues with recent LLMs.

Audience and Prerequisites Based on the level of
interest in this topic, we expect around 300 partici-
pants. While no specific background knowledge is
assumed of the audience, it would be best for atten-
dees to know about basic deep learning technolo-
gies, PLMs (e.g. BERT), and LLM services (e.g.
ChatGPT). A reading list is given in Appx. §A.2.

Desired Venues The most desired venue for this
tutorial would be NAACL’24 since all speakers of
this tutorial reside in North America. Presenting
at ACL’24 and EMNLP’24 can also be considered.
However, presenting at EACL’24 is more restricted
since the time may not be sufficient for speakers to
produce the tutorial materials from scratch.

Breadth We estimate that at least 60% of the work
covered in this tutorial is from researchers other
than the instructors of the tutorial.

Material Access Online Open Access All the ma-
terials will be openly available at a dedicated web-
site before the date of the tutorial, similar to the
previous tutorials presented by the speakers.

4 Tutorial Instructors

The following are biographies of the speakers. The
speakers’ past tutorials are listed in Appx. §A.1.

Muhao Chen is an Assistant Professor of Com-
puter Science at UC Davis. His research focuses
on data-driven machine learning approaches for
natural language understanding and knowledge ac-
quisition. His work has been recognized with an
NSF CRII Award, two Amazon Research Awards,
a Cisco Research Award, an EMNLP Outstanding
Paper Award, and an ACM SIGBio Best Student
Paper. He is a founding officer of the ACL Special
Interest Group on NLP Security. Muhao obtained
his PhD in Computer Science from UCLA, and was
an Assistant Research Professor at USC prior to
joining UC Davis. Additional information is avail-
able at http://luka-group.github.io.

Chaowei Xiao is an assistant professor in the In-
formation School at the University of Wisconsin −
Madison. His research focuses on both theoretical
and practical aspects of trustworthy machine learn-
ing, which is at the intersection of machine learn-
ing, security, privacy, social impacts, and systems
among different applications. He has received the
ACM Gordon Bell Special Prize and Best Paper

Awards at several top machine learning and sys-
tems conferences, including MobiCOM, ESWN.
He has organized multiple workshops related to
ML security and privacy at ICML, ICLR and
NeurIPS and delivered a tutorial on Trustworthy AI
at CVPR 2023. Additional information is available
at https://xiaocw11.github.io/.

Huan Sun is an associate professor and an en-
dowed CoE Innovation Scholar in CSE at The
Ohio State University. Her research focuses on
advancing natural language interfaces, LLM evalu-
ation, and privacy preserving in the era of LLMs.
Huan received multiple Honorable Mentions for
Best Paper Awards at ACL, ACM SIGMOD Re-
search Highlight Award, BIBM Best Paper Award,
Google Research Scholar and Google Faculty
Award, NSF CAREER Award, 2016 SIGKDD Dis-
sertation Award (Runner-Up), among others. Ad-
ditional information is available at http://web.
cse.ohio-state.edu/~sun.397/.

Lei Li is an assistant professor at CMU LTI. He
received Ph.D. from CMU School of Computer
Science. He is a recipient of ACL 2021 Best Pa-
per Award, CCF Young Elite Award in 2019, CCF
distinguished speaker in 2017, Wu Wen-tsün AI
prize in 2017, and 2012 ACM SIGKDD disserta-
tion award (runner-up), and is recognized as No-
table Area Chair of ICLR 2023. Previously, he
was a faculty member at UC Santa Barbara. Prior
to that, he founded ByteDance AI Lab in 2016
and led its research in NLP, ML, Robotics, and
Drug Discovery. He launched ByteDance’s ma-
chine translation system VolcTrans and AI writ-
ing system Xiaomingbot, serving one billion users.
Web: https://www.cs.cmu.edu/~leili

Leon Derczynski is an associate professor at Univ.
of Washington and ITU Copenhagen. His research
focuses on harmful text and safe use of LLM tech-
nology. He is founder and chair of the ACL Special
Interest Group on NLP Security, core team member
for the OWASP LLM Security Top 10, works with
the AI Vulnerability Database on analysis of the
results of the White House-supported DEF CON 31
Generative Red Team exercise, advises the NIST
Generative AI working group, and developed the
LLM Vulnerability Scanner garak. He has won
millions of euro of funding for projects on misin-
formation, toxicity, and efficiency. You can read
more at https://derczynski.com.

Anima Anandkumar is a Bren professor at Cal-
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tech CMS department and a senior director of ma-
chine learning research at NVIDIA. She is the re-
cipient of the IEEE Fellowship, ACM Fellowship,
Guggenheim Fellowship, Alfred. P. Sloan Fellow-
ship, NSF CAREER Award, Faculty fellowships
from Microsoft, Google and Adobe, and Young In-
vestigator Awards from the Army Research Office
and Air Force office of Sponsored Research. She
was also the ICLR 2020 Diversity+Inclusion Chair
and ICML 2017 Workshop Chair.

Fei Wang is a Ph.D. student in the Department of
Computer Science at the University of Southern
California. His research focuses on responsible
and trustworthy LLMs. Fei is a recipient of an
Amazon ML Fellowship and an Annenberg Fel-
lowship. Additional information is available at
https://feiwang96.github.io/.
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Ethical Considerations

This tutorial concerns addressing security and pri-
vacy issues of LLMs. For the security parts, it
is possible that some of the attacks may lead to
malicious behaviors of LLMs that can potentially
generate harmful behaviors, while these parts of the
tutorial will focus on defense and detection meth-
ods that prevent such malicious behaviors. For
the privacy related parts, the introduced techniques
mainly focus on privacy and copyright protection,
for which we do not anticipate any ethical issues
particularly.

Diversity Considerations Our presenter team con-
sists of junior and senior faculty members (includ-
ing assistant, associate and full professors) from six
institutes and from different gender groups. Our

instructor team will promote our tutorial on social
media to diversify our audience participation.
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Abstract

Explanation has long been a part of communica-
tions, where humans use language to elucidate
each other and transmit information about the
mechanisms of events. There have been nu-
merous works that study the structures of the
explanations and their utility to humans. At the
same time, explanation relates to a collection of
research directions in natural language process-
ing (and more broadly, computer vision and
machine learning) where researchers develop
computational approaches to explain the (usu-
ally deep neural network) models. Explanation
has received rising attention. In recent months,
the advance of large language models (LLMs)
provides unprecedented opportunities to lever-
age their reasoning abilities, both as tools to
produce explanations and as the subjects of ex-
planation analysis. On the other hand, the sheer
sizes and the opaque nature of LLMs introduce
challenges to the explanation methods. In this
tutorial, we intend to review these opportuni-
ties and challenges of explanations in the era
of LLMs, connect lines of research previously
studied by different research groups, and hope-
fully spark thoughts of new research directions.

1 Outline of Tutorial

This tutorial will take about 3 hours:
• Introduction & Desiderata (30 minutes)
• Free-text, CoT, Structured Explanations (50

minutes)
• Importance Scores (40 minutes)
• Mechanistic, Causal, etc (40 minutes)
• Conclusion & Discussion (20 minutes)

The following subsections list some more detailed
content for each section.

1.1 Introduction

Explanation has been an important component in
languages and their use. Explanation can reveal

the underlying mechanism of the phenomena to be
explained (Keil, 2006). Explanation is also a pro-
cess (Achinstein, 1983). Explanation can be part
of an argumentative tool that help humans exploit
the uniqueness of societal environment (Mercier
and Sperber, 2017), and have profound impacts on
the cognition procedures of learning and inference
(Lombrozo et al., 2019).

There are many types of explanations. In the lit-
erature of philosophy and psychology, one fruitful
taxonomy is mechanistic explanations (citing the
components and procedures), teleological explana-
tions (citing the goals), and formal explanations
(citing the categories) (Lombrozo, 2012). In the
NLP and explainable AI literature, there have been
many types of explanations as well. Taxonomiz-
ing by the nature of the explanandum, we have
the explanations towards model predictions vs. the
explanations towards other problems (for example,
events). Taxonomizing by whether the explanations
are produced with the predictions, we have pre-hoc
explanations vs. post-hoc explanations. Taxono-
mizing by the methods to arrive at the explanations,
there are many popular methods including free-text,
attribution scores, and mechanistic explanations,
many of which will be discussed in the next a few
sections.

In recent years, the advance of LLM technolo-
gies has introduced unique opportunities for expla-
nations. In some application scenarios of educa-
tion (Khan, 2023; Duolingo, 2023) and commerce
(Stanley, 2023), explanations can improve the AI
systems. In this tutorial, we will focus on the recent
opportunities and challenges introduced by LLMs,
which have not been covered by prior tutorials.

1.2 Desiderata of Explanation

What is a good explanation? On a high level, good
explanations are the ones that achieve the intended
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communicative goals, which can help developers
debug or improve human decisions. On a detailed
level, the literature has also identified some desir-
able properties for measuring the quality of expla-
nations, including but not limited to:
Faithfulness. An explanation should accurately
reflect the reasoning process behind the model’s
prediction (Jacovi and Goldberg, 2020; Lyu et al.,
2023a).
Plausibility. An explanation should be under-
standable and convincing to the target audience
(Herman, 2019; Jacovi and Goldberg, 2020).
Usefulness. An explanation should be helpful for
the user to achieve a pre-defined goal (Zhou and
Shah, 2022; Bansal et al., 2021; Chen et al., 2023).
Minimality. An explanation should only include
the smallest number of necessary factors (Halpern
and Pearl, 2005; Miller, 2018).

On an implementation level, the procedure to
generate explanations has some desirable proper-
ties as well. The algorithms should require realistic
data and computation resources. Depending on the
accessibility of the models, the requirement to ac-
cess the internal weights of the models can also be
noteworthy.

Note that it may be difficult to satisfy all of the
properties above at the same time (e.g., minimality
and plausibility). One can also argue that these
properties are not the “first-order principles” that
determine the explanation qualities. We will de-
scribe the nuances in this tutorial.

When discussing each desideratum in the tuto-
rial, we will impose a special focus on the chal-
lenges and opportunities brought by LLMs. For
example, recent studies find that LLM can gener-
ate more plausible explanations (Marasović et al.,
2022; Wiegreffe et al., 2022), which are, however,
not necessarily faithful to their internal reasoning
mechanism (Turpin et al., 2023; Lyu et al., 2023b).

1.3 Method: Free-Text/CoT

We then proceed with four sections describing the
methods to generate explanations. For each cate-
gory of method, we will also describe the corre-
sponding evaluation criteria and illustrate how well
the explanation methods work.

The advancement of LLMs introduces unique op-
portunities, including the chain-of-thought (CoT)
(Wei et al., 2022). There have been various ap-
proaches to leverage LLMs’ reasoning abilities to
explain the problems (Marasović et al., 2022).

Compared to prior, smaller models, larger LMs
are able to generate free-text explanations on a zero-
shot or few-shot setting. Specifically, the qualities
of the generated explanations can be comparable
to, and sometimes more preferable than those that
were written by humans (Wiegreffe et al., 2022).

The LLMs have the potential to build a spe-
cial category of models, self-rationalizing models,
which outputs both the prediction and the reasons
toward that prediction at the same time. The self-
rationalizing models can introduce unique advan-
tages. For example, the models themselves may be
less susceptible to spurious correlations, making
more predictions “right for the right reasons” (Ross
et al., 2022). The generated CoT could also be
beneficial to “student models” (Wang et al., 2023;
Pruthi et al., 2022).

LLMs are also known for “hallucination”: they
tend to improvise and produce nonfactual content
(Ji et al., 2023), so the LLM-produced explanations
can be unreliable, even after few-shot demonstra-
tions (Ye and Durrett, 2022). We will describe
some recent works to improve this problem, e.g.,
the approaches of Lyu et al. (2023b). Relatedly,
some recent works study prompt writing methods
that aim at improving the reasoning qualities, in-
cluding context faithfulness (Zhou et al., 2023) and
help-me-think (Mishra and Nouri, 2023).

1.4 Method: Structured Explanations

Researchers have long wanted to figure out the un-
derlying structures of the explanations. The study
of the structures of explanations can be traced back
to Hempel and Oppenheim (1948). Explanations
can contain various structures. Inductive explana-
tions present observed events that can improve the
statistical likelihood that the explanandum event is
true (Hempel, 1958). Deductive explanations pro-
vide logical arguments that can derive the explanan-
dum event following a set of widely accepted rules
(Hempel, 1962). Abductive explanations, on the
other hand, aim at making the event more plausible
while allowing more relaxed structures (Lombrozo,
2012; Zhao et al., 2023).

Wiegreffe and Marasović (2021) listed many
structured explanation approaches. They can be
presented in graphs (WorldTree (Jansen et al.,
2018), OpenbookQA (Mihaylov et al., 2018)), sym-
bolic rules (Lamm et al., 2020), semi-structured
texts (Ye et al., 2020), etc.

More recently, many additional structures are
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found to be useful, for example, Tree-of-thoughts
(Yao et al., 2024), Graph-of-thoughts (Besta et al.,
2024) and Everything-of-thoughts (Ding et al.,
2023). The advance of LLMs allows unprecedented
flexibility in controlling the structures and contents
of explanations. We will describe some of the new
approaches to make these controls possible. We
will also describe some ways to evaluate the utility
of these new approaches.

1.5 Method: Importance Scores
A category of methods to explain data-driven sys-
tems aim at attributing system behavior to the in-
stances in the input data. This category of method
is referred to as importance scores. We will dis-
cuss some popular importance score-based meth-
ods spanning two prominent paradigms (token-
wise attribution and instance-wise attribution) in
the context of NLP models, especially LLMs.

We will first set up some basics of importance
score methods, covering the most commonly used
token-level attribution methods (Ribeiro et al.,
2016; Lundberg and Lee, 2017; Sundararajan et al.,
2017) and instance-wise attribution methods (Koh
and Liang, 2017). We plan to give a high-level in-
troduction of these methods. We will omit the tech-
nical details, but emphasize on the cost of compu-
tation and the requirements on the access to model
details for obtaining the interpretations using differ-
ent methods, so as to better deliver the applicability
of these methods on LLMs. We will also introduce
the common evaluation protocols that are unique to
the importance score methods, such as sufficiency
and comprehensiveness (DeYoung et al., 2020).

Next, we will discuss the unique challenges and
opportunities of applying the importance score
methods on interpreting and developing LLMs.
LLMs are associated with extreme scale in both
model size and training data size, which can render
many previously viable importance score methods
prohibitively expensive. We will showcase how im-
portance score methods such as influence function
are adapted for interpreting LLMs (Grosse et al.,
2023; Piktus et al., 2023), and how they are utilized
for gaining deeper understanding of LLMs’ behav-
ior (Wu et al., 2023; Madaan and Yazdanbakhsh,
2022) or for improving model performance (Kr-
ishna et al., 2023).

1.6 Method: Mechanistic, Causal, Others
Explanations are not the only approaches that help
us “open the black boxes”. There are many other

methods that aim at achieving similar goals. We
will briefly mention some of these popular meth-
ods, and discuss how they relate to the explanation
methods mentioned in our tutorial.

Mechanistic interpretability approaches try to
describe the mechanisms of how the DNN-based
AI systems work. A representative work in mech-
anistic interpretability is neural circuits (Conmy
et al., 2023). Causal mediation analyses try to
apply causal analysis tools to understand the mod-
els. Kıcıman et al. (2023) provides an overview of
the tools and frontiers related to causal analysis in
DNN models.

Model editing provides explanations from a
counterfactual aspect: “What would be the output,
had this model been modified into the other way?”
Some recent works include ROME (Meng et al.,
2022) and MEND (Mitchell et al., 2022). Yao et al.
(2023) provides a summary on this.

We recommend the readers to check out the
EACL tutorial (Mohebbi et al., 2024) and the
reviewing article by Ferrando et al. (2024) for
more details, especially about Transformer-specific
mechanistic interpretability. Our tutorial includes
explanation topics that are beyond Transformers.

2 Reading List

In addition to the papers cited in this proposal, we
also recommend this reading list on Notion and
previous relevant tutorials: Belinkov et al. (2020)
presented approaches to interpret the structures
and behavior of neural network models; Wallace
et al. (2020) described approaches to understanding
the predictions of neural network models; Boyd-
Graber et al. (2022) focused on the human aspect of
explanation evaluation. Compared to the previous
tutorials, our tutorial covers some new topics, in-
cluding free-text / CoT explanations, and structured
explanations, etc. We will present perspectives that
connect the explanations as model interpretation
tools and the explanations as communication pro-
cedures.

3 Type of the Tutorial

The tutorial is designed to be at the cutting edge,
encompassing advanced technologies for explain-
ing NLP models. In particular, the tutorial will
emphasize on explanations in the context of LLMs,
including generation and evaluation methods.
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4 Target Audience and Prerequisites

Anyone interested in explainable NLP and LLMs
is welcome. We anticipate an audience size of
approximately 200.

Attendees are expected to have basic knowledge
of NLP tasks (e.g., text classification, question an-
swering) and neural language models (e.g., BERT,
GPT). We plan to make tutorial materials (e.g.,
slides, media) public.

5 Breadth and Diversity

Our tutorial is ensured to cover a wide spectrum of
explanation topics, ensuring that attendees are ex-
posed to a comprehensive range of concepts, tech-
niques, and advances. We will incorporate seminal
works and recent advancements from a wide array
of researchers in the field into the tutorial.

The instructors are diverse in terms of gender,
nationality, affiliation, and seniority (from PhD stu-
dents to postdocs to professors). We plan to or-
ganize open Q&A sessions to create a space for
participants to directly engage with presenters, clar-
ifying doubts and exploring different viewpoints.
This format ensures that participants from various
backgrounds can contribute to shaping the discus-
sion. In particular, we encourage participants from
underrepresented groups to share thoughts and in-
sights and provide feedback.

6 Presenters

Zining Zhu is an incoming assistant professor at
the Stevens Institute of Technology. He obtained
his Ph.D. in 2024 at the University of Toronto. His
research includes model control and interpretability.
Zining co-instructed the Natural Language Com-
puting course (CSC401) at UofT in 2023 and 2022,
with class size around 200.

Hanjie Chen is an incoming assistant profes-
sor at Rice University, and is currently a postdoc
at Johns Hopkins University. She obtained her
Ph.D. in 2023 at the University of Virginia. Her re-
search focuses on the interpretability/explainability
of neural language models. As the primary in-
structor, she co-designed and instructed the course,
CS 6501/4501 Interpretable Machine Learning, at
UVA in Spring 2022. She received teaching awards
at UVA.

Xi Ye is an incoming assistant professor at The
University of Alberta. He obtained his Ph.D. in

2024 at the University of Texas at Austin. His
research focuses on leveraging explanations to im-
prove language models for complex textual reason-
ing tasks. He also works on program synthesis and
semantic parsing.

Qing Lyu is a Ph.D. candidate at the University
of Pennsylvania, advised by Chris Callison-Burch
and Marianna Apidianaki. Her research interests
lie in the intersection of linguistics and natural lan-
guage processing, as well as the interpretability and
robustness of language models.

Chenhao Tan is an assistant professor of com-
puter science and data science at the University
of Chicago, and is also affiliated with the Harris
School of Public Policy. He obtained his PhD de-
gree in the Department of Computer Science at
Cornell University and bachelor’s degrees in com-
puter science and in economics from Tsinghua Uni-
versity. Prior to joining the University of Chicago,
he was an assistant professor at the University of
Colorado Boulder and a postdoc at the University
of Washington. His research interests include natu-
ral language processing, human-centered AI, and
computational social science. His work has been
covered by many news media outlets, such as the
New York Times and the Washington Post. He
also won a Sloan research fellowship, an NSF CA-
REER award, an NSF CRII award, a Google re-
search scholar award, research awards from Ama-
zon, IBM, JP Morgan, and Salesforce, a Facebook
fellowship, and a Yahoo! Key Scientific Challenges
award.

Ana Marasović is an assistant professor in the
Kahlert School of Computing at the University of
Utah. Her primary research interests are at the con-
fluence of NLP, explainable AI, and multimodal-
ity. Previously, she was a Young Investigator at
the Allen Institute for AI and held a concurrent
appointment in the Paul G. Allen School of Com-
puter Science & Engineering at the University of
Washington. She obtained her PhD in 2019 from
Heidelberg University. She received Best Paper
Award ar ACL 2023, Best Paper Honorable Men-
tion at ACL 2020, and Best Paper Award at SoCal
2022 NLP Symposium.

Sarah Wiegreffe is a Young Investigator (post-
doc) at the Allen Institute for AI, where she is
a member of the Aristo team. She also holds a
courtesy appointment in the Allen School at the
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University of Washington. Her research interests
encompass interpretability + explainability of NLP
models, with a focus on the faithfulness of gener-
ated text to internal LM prediction mechanisms and
the utility of model-generated textual explanations
to humans. She received her PhD in 2022 from
Georgia Tech, advised by Mark Riedl.

7 Technical Equipment

No special requirements. We simply require fun-
damental technical equipment for our in-person
tutorial, including essentials like projectors and
screens, microphones, cables and adapters, etc.

8 Ethics Statement

This tutorial aims to provide a comprehensive
overview of explanations for NLP, especially the
challenges and opportunities in the era of LLMs.
We hope the tutorial will provide the audience with
a profound understanding of the pivotal role of
explanations in enhancing human trust in LLMs,
alleviating ethical concerns, and fulfilling societal
responsibilities.
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1 Description

NLP has conventionally focused on modeling
words, phrases, and documents. However, hu-
man psychology and behavior underpin the sub-
stance of Natural Language. Motivated by the
idea that natural language is primarily generated by
people, the field has recently witnessed a growth
of interdisciplinary empirical work that integrates
person-level information. For example, methods
have been introduced to model person-level differ-
ence in meaning (Welch et al., 2022; Lynn et al.,
2017), disentangle group-level biases and dynam-
ics (Hovy and Søgaard, 2015; Shah et al., 2020),
and even expose society-level processes reflected
in language (Giorgi et al., 2022; Curtis et al., 2018).
A demand has emerged for NLP researchers and
practitioners to develop a deeper understanding of
the individuals, groups, and societies that shape all
forms of natural language (Hovy and Yang, 2021).

Natural language is inherently human — neglect-
ing the personal and social aspects of language cre-
ates a gap in understanding the function, meaning,
and processes that drive natural language (Hovy
and Yang, 2021; Flek, 2020). These factors span
from individual attributes up to cultural norms of
communities. Previous works have demonstrated
the importance of contextualizing these social fac-
tors along with language in order to better under-
stand the humans behind it (e.g., Volkova et al.,
2013; Lukin et al., 2017).

To make NLP systems aware of the linguistic
aspects of the multiple levels of human factors,
multiple disciplines within the field are beginning
to adopt models that consider the hierarchical struc-
ture of human influence upon language — specifi-
cally, author differences, close-knit group dynam-
ics, and larger societal contexts, as shown in Fig-
ure 1. Such influences already permeate texts writ-
ten by humans; by leveraging established patterns
in human thought, emotion, and interpersonal be-

word

social context personal context 

document/
utterancepersongroupcommunity

Figure 1: A depiction of the hierarchical structure of
how humans influence language. Language found in
personal contexts are used to transmit human thought,
while also containing direct and latent attributes of the
groups they socialize with and cultural aspects of their
communities. These levels go beyond traditional view
of NLP of seeing language composed of just words,
phrases or even documents.

havior, we enrich our ability to model natural lan-
guage. Works that integrate the individual author
factors, such as age and gender, have found that
they can meaningfully improve performance in
NLP tasks (Long et al., 2017; Hovy, 2015). Like-
wise, when studying group dynamics, inclusion
of social networks have improved model perfor-
mance (Yang and Eisenstein, 2017; Farnadi et al.,
2018; Mishra et al., 2018; Del Tredici et al., 2019).
This effect has also borne out at the community-
level, where careful consideration of the socio-
demographics of authors improves model outcomes
(Curtis et al., 2018; Zamani et al., 2018). Inten-
tional inclusion of the larger contexts that language
exists within has become a fundamental component
of state-of-the-art modeling techniques.

Aimed at the NLP researchers or practitioners
who would like to integrate human – individual,
group, or societal level factors into their analyses,
this tutorial will cover recent techniques and li-
braries for doing so at each level of analysis. Start-
ing with human-centered techniques that provide
benefit to traditional document- or word-level NLP
tasks (Garten et al., 2019; Lynn et al., 2017), we
undertake a thorough exploration of critical human-

26



level aspects as they pertain to NLP, gradually mov-
ing up to higher levels of analysis: individual per-
sons, individual with agent (chat/dialogue), groups
of people, and finally communities or societies.

Techniques covered will range from controlling
for and correcting biases across demographics, so-
cioeconomic, and other extra-linguistic variables,
to leveraging the inherent multi-level structure and
placement of language in social contexts. Taken
together, participants will acquire techniques for
modeling language in human-context that not only
offer opportunities for improved accuracies, but
also suggest improvements to fairness and social
sensibility of NLP in our increasingly digital world.

In selecting topics to cover, we have considered
both recency as well as some degree of demon-
strated generalization – empirical tests across many
domains by the original authors themselves or via
replication of the underlying concepts by others.
Approximately half of the tools we discuss are de-
veloped by others, while those techniques devel-
oped by the presenters span multiple labs and even
fields of expertise.

In this tutorial, we will detail how emerging tech-
niques tackling this problem confer important ad-
vantages across traditional NLP tasks. Since natu-
ral language, at its core, is an expression of human
cognition and communication (Boyd and Schwartz,
2021), we pay particular attention to methods that
draw on theories by researchers in fields as diverse
as psychology, sociology, engineering, linguistics
and beyond. Our aim is that this tutorial will in-
spire new researchers to push the boundaries of
NLP, such that a new version of this tutorial will
be necessary in short order.

2 Type of Tutorial

The tutorial will introduce research that has suc-
cessfully integrated personal and social factors into
traditional NLP as a foundation for cutting-edge
research in the field. This multidisciplinary work
has not been presented at prior *CL tutorials and
is timely, given recent excitement in the *CL com-
munity for human-aware NLP systems. Unique
aspects of this tutorial will include 1) interdisci-
plinary methods woven together into a coherent
framework for human-centered NLP, 2) theory and
domain expertise from an interdisciplinary team
of presenters, and 3) hands-on demonstrations that
facilitate immediate uptake and application by at-

tendees1.

3 Target Audience & Pre-Requisites

Our intended audience for this tutorial is experi-
enced as well as upcoming NLP researchers look-
ing to add human and social contexts to traditional
NLP tasks. We expect this tutorial will attract 70-
100 attendees.

We expect that attendees will arrive with a prac-
tical baseline knowledge of machine learning and
computational linguistics. Specifically, we antici-
pate that our audience will be familiar with Trans-
former based NLP models, and canonical tasks that
the field has been applied to such as: document
classification, stance detection, etc.

4 Outline

Introduction (15 minutes)

The 3 hour tutorial will begin with a brief overview
of the entire session organized from the individual-
to the societal levels of context. We will also in-
troduce the key concepts in behavioral and social
science that motivate the techniques that will be
discussed in the subsequent sections.

Individual Human Context (40 minutes)

In this session, we will review the methods
for producing user representation from language,
ranging from simple N gram features to ad-
vanced techniques such as Latent Dirichlet Alloca-
tion (Schwartz et al., 2013), Word2Vec (Amir et al.,
2017; Benton et al., 2016), and Transformer mod-
els (Matero et al., 2019; V Ganesan et al., 2021).
Importantly, these language-based user represen-
tations gain considerable power and effectiveness
when integrated with user–level factors (Benton
et al., 2016; Huang and Paul, 2019) for analyses.
Such user factors include, but are not limited to,
personal attributes such as age, gender, personality
traits, and past experiences that characterize and
differentiate people from one another.

We will showcase different user factor adapta-
tion methods for merging human and social factors
with language representations (Yang and Eisen-
stein, 2017; Lynn et al., 2017). While these meth-
ods produce user representations by taking a per-
son’s full picture into account, it is also pivotal
to preserve the privacy of the individuals. Thus
we will also review works (Sawhney et al., 2023;

1all materials will be available on bit.ly/text2context
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Alawad et al., 2020) demonstrating the successful
implementation of human-level NLP systems in-
corporating differential privacy (Dwork and Roth,
2014) to ensure secure and privacy-preserving NLP
practices.

Individuals with Agents (35 minutes)

One way in which NLP systems can see
a considerable improvement in their effective-
ness/performance is through explicit modeling of
the reciprocal influence between the user(s) and
the context within which interactions occur. For
example, the language that a person generates is
determined not only by their accumulated traits,
demographics, and psychological characteristics,
but also by immediate and distal contextual factors
such as the nature of the relationship between com-
municators, their individual discourse goals, and
the broader characteristics of the situation accord-
ing to psychological theory.

This session will begin by considering the “gen-
erator” of language and its mathematical formula-
tion, explicitly beginning with the notion of lan-
guage emerging in the context of an individual
person’s collected history of verbal behavior (Soni
et al., 2022). Next, we will look at how individuals
or personas make their way into dialogue and con-
versational AI systems (Li et al., 2016; Qian et al.,
2018), leading to a marked improvement in the
modeling of social interactions above and beyond
person–level modeling strategies. Finally, we intro-
duce psychology-grounded metrics aimed at assess-
ing conversational AI on an individual level (Giorgi
et al., 2023) and how they contrast with the more
traditional automatic dialog metrics (Rodríguez-
Cantelar et al., 2023).

Break (30 minutes)

Groups as Context (35 minutes)

We will go over the methods that place emphasis
on treating individuals and groups as interactive
entities, with the individual’s interactions within
a group adding context to documents (Del Tredici
et al., 2019; Sawhney et al., 2021; Zamani and
Schwartz, 2021). Drawing inspiration from adja-
cent fields, particularly computational social sci-
ence, we will show how to analyze the language of
user-associated groups (Goldberg et al., 2015), un-
veil valuable insights into the context of an individ-
ual, the evolving dynamics of group language usage
over time (Danescu-Niculescu-Mizil et al., 2013),

and its influence on individual language patterns
(Danescu-Niculescu-Mizil et al., 2011; Ashokku-
mar and Pennebaker, 2022). By incorporating code
demonstrations and references, we will discuss how
these methods can enrich multiple traditional NLP
tasks.

Communities (40 minutes)
This tutorial session will cover the basics of creat-
ing language estimates of spatial communities (e.g.,
U.S. states or provinces in China). We will cover
topics such as aggregation, as in how to move from
documents to communities through people (Giorgi
et al., 2018), selection biases (Giorgi et al., 2022),
ecological fallacies (i.e., language patterns at the in-
dividual level do not always hold at the community
level; Jaidka et al. 2020), and cultural considera-
tions (Havaldar et al., 2023). Participants in this
session will be provided with a code notebook to
experiment with on their own to examine the gains
from proper methods for handling community-level
text.

Wrap Up (15 minutes)
We will end the tutorial by briefly summarizing the
topics covered across all the sessions, distinguish-
ing the situations for which methods are appropri-
ate, concluding with a perspective on the future of
human-centered NLP.

Other than the introduction and wrap-up, the other
sessions will have around 70% of the time allocated
to talks, followed by interactive sessions with code
demonstrations and questions from the audience.

5 Reading List

• User representation through language (Benton
et al., 2016; Soni et al., 2022)

• Individual level dialog models (Li et al., 2016)

• Human factor adaptation (Hovy, 2015; Lynn
et al., 2017; Soni et al., 2024)

• Groups as Individual Context (Ashokkumar
and Pennebaker, 2022; Goldberg et al., 2015)

6 Breadth of Tutorial

Owing to the diverse nature of the sessions and the
presenters’ backgrounds, about two-thirds of the
materials will encompass contemporary research
works from other teams, with the other third com-
ing from our works for this tutorial (Schwartz et al.,
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2013; Soni et al., 2022; Lynn et al., 2017; Giorgi
et al., 2022; Jordan et al., 2019).

7 Diversity Considerations

We are an interdisciplinary team composed of com-
puter scientists and psychologist across 3 institu-
tions. We intend to leverage multiple levels of ex-
pertise to be accessible to an audience with varied
fluency. We have 4 highly-experienced researchers
(3 Professors, 1 Data Scientist at NIH) and 5 rising
researchers (each with one or more *CL publica-
tions). Presenters span multiple demographics, eth-
nicities, and non-neurotypical backgrounds. This
tutorial is aimed at encouraging more human-aware
NLP systems through the incorporation of personal,
demographic and cultural attributes of the speaker.

8 Tutorial Presenters

Salvatore Giorgi is a senior data scientist for the
National Institute of Drug Abuse and the World
Well Being Project at University of Pennsylva-
nia. His research focuses on multi-level NLP and
bias mitigation. Webpage: https://sjgiorgi.
github.io/
João Sedoc is an Assistant Professor in the de-
partment of Technology, Operations and Statis-
tics at New York University Stern School of Busi-
ness. João’s research areas are at the intersec-
tion of machine learning and natural language
processing. His interests include conversational
agents, model evaluation, deep learning, and crowd-
sourcing. Webpage: https://stern.nyu.edu/
faculty/bio/joao-sedoc
H. Andrew Schwartz is an Associate Professor at
Stony Brook University and Director of the Hu-
man Language Analysis Lab. His research fo-
cuses on interdisciplinary human-centered NLP,
publishing in both computational linguistics and
psychological science venues. Webpage: https:
//www3.cs.stonybrook.edu/~has/
Ryan L. Boyd is a psychologist and computational
social scientist. His research uses behavioral sci-
ence methods to understand how verbal behavior
provides clues to how we think, feel, and behave,
focusing on domains ranging from personality to
society, mental health, human sexuality, and story-
telling (e.g., Boyd et al., 2015, 2020). Webpage:
https://www.ryanboyd.io
Adithya V Ganesan is a Computer Science PhD
student at the Stony Brook University, with re-
search focusing on building NLP systems for

Psychological applications. Webpage: https:
//adithya8.github.io

Siddharth Mangalik is a Computer Science PhD
student at Stony Brook University. His research
work focuses on methods for examining the lan-
guage of large-scale communities across time.
Webpage: https://smangalik.github.io/
Vasudha Varadarajan is a Computer Science PhD
student at Stony Brook University. Her research
focuses on using discourse-level NLP for under-
standing cognitive styles, and also on improving
language-based mental health assessments. Web-
page: https://vasevarad.github.io
Nikita Soni is a Computer Science PhD student
at Stony Brook University. Her research focuses
on large language modeling in the additional con-
text of the human behind the language. Webpage:
https://www3.cs.stonybrook.edu/~nisoni/

Swanie Juhng is a Computer Science PhD student
at Stony Brook University. Her research focuses
on developing NLP and ML systems to understand
the context of psychological conditions. Webpage:
https://swaniejuhng.github.io

9 Ethics Statement

As with most human centered NLP tasks, one must
carefully consider issues of privacy and consent,
as well as social context and unintended down-
stream applications. Human level data, which en-
compasses text as well as non-linguistic data such
as self-reports (surveys or health records, for exam-
ple) and inferred factors (such as language-based
estimates of gender or personality), may contain
sensitive or identifying information. Thus, care
must be taken when collecting, storing, and analyz-
ing data, as well as presenting results (e.g., directly
quoting text), in order to not publicize private data
or identify individuals. For example, Reddit fo-
rums are often self-moderated intimate communi-
ties where users may anonymously discuss private
and sensitive details related to, among others, men-
tal and physical health, substance use and recovery,
and parenting. Identifying personal accounts in
such contexts may be especially harmful to indi-
viduals (Proferes et al., 2021). Similarly, many
studies which use publicly available social media
data are classified as not involving human subjects
and exempt from Institutional Review Board ap-
proval. Thus, the humans behind the social media
accounts do not explicitly consent to research stud-
ies (Chancellor et al., 2019).
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There are also ethical issues around inferring hu-
man factors using NLP or machine learning meth-
ods. Common tasks such as inferring sociodemo-
graphics can suffer from limited representation in
data sets (sample biases) or narrow definitions of
social constructs (e.g., binary gender). Misclas-
sifications can have unintended downstream con-
sequences which, as more automated systems are
deployed in real world situations, are becoming
increasingly consequential (Mehrabi et al., 2021).
Many algorithms designed to address such issues
and remove biases often further marginalize vulner-
able groups (Xu et al., 2021).

On the other hand, incorporating human factors
may help alleviate biases. For example, when re-
moving selection biases from population-level es-
timates one must know the socio-demographics
of the people within the sample. In the current
context, for example, this could mean estimating
human factors, such as age and income, at scale
across millions of Twitter users. Dialog agents, as
another example, can run the risk of mimicking
the social and cultural biases in their training data.
Thus, forcing diverse ranges of human factors on
agents may make them more diverse. Given this
range of concerns, addressing ethical issues will be
woven into each section of the tutorial.
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1 Introduction

Recently, the development of Large Language Mod-
els (LLMs) has revolutionized the capabilities of AI
systems. These models possess the ability to com-
prehend and generate human-like text, enabling
them to engage in sophisticated conversations, gen-
erate content, and even perform tasks that once
seemed beyond the reach of machines. As a result,
the way we interact with technology and each other
— an established field called “Human-AI Interac-
tion” and have been studied for over a decade — is
undergoing a profound transformation.

This tutorial will provide an overview of the in-
teraction between humans and LLMs, exploring
the challenges, opportunities, and ethical consider-
ations that arise in this dynamic landscape. It will
start with a review of the types of AI models we in-
teract with, and a walkthrough of the core concepts
in Human-AI Interaction. We will then emphasize
the emerging topics shared between HCI and NLP
communities in light of LLMs.

2 Tutorial Outline

This will be a three-hour tutorial devoted to the
cutting-edge topic of Human-AI Interaction in the
Age of LLMs. Each theme will take 35 minutes,
followed by 10 minutes for Q&A and 10 minutes
for a break. Each part includes an overview of the
corresponding topics, and a deep dive into a set
of representative studies. We will conclude our
tutorial by highlighting challenges and research
opportunities in the field.

2.1 Human-AI Interaction up to 2021

Though the interaction between humans and LLMs
is still an emergent topic in NLP, it has been stud-
ied for more than a decade by other related fields.
In this section, we will abstract the AI systems
and interactions into taxonomies and desiderata
for human-AI interaction that has been established

Slot Theme

Session 1: Human-AI Interaction before 2021
14:00 – 14:10 Tutorial presenters introduction
14:10 – 14:35 Types of human-AI interaction and de-

sign thinking
14:35 – 15:15 Mixed-initiative interaction
15:15 – 15:45 Coffee Break

Session 2: Deep-dive into AI types
15:45 – 15:55 Classic models in human-AI collabora-

tion and case studies
15:55 – 16:10 Large language models as agents
16:10 – 16:30 Comparison with human-human interac-

tion and human-AI interaction

Session 3: Human-LLM Interaction (HLI) and Challenges
16:30 – 16:45 Paradigms and models (e.g., decomposi-

tion, planning) in HLI
17:45 – 17:00 Evaluation metrics and issues
17:00 – 17:15 Conclusion

Table 1: Example tutorial schedule.

prior to the introduction of LLMs. We plan to cover
the following aspects:

• Types of interaction: We will enumerate
the objective of interaction, including human-
AI collaboration (the coordinated interaction
between humans and AI to achieve certain
goals) (Oh et al., 2018), humans getting assis-
tance from AI-infused applications (humans
using AIs as a tool, not a partner) (Amer-
shi et al., 2019), and humans analyzing AIs
(humans systematically understand NLP mod-
els) (Wu et al., 2019).

• Design-thinking: We will review desiderata
for designing optimal interactions between
AIs and humans. This will include HCI meth-
ods like need-finding, user-centered design,
etc. (Amershi et al., 2019; Yang et al., 2020;
Laban et al., 2021)

• Goals for the interaction: we will dis-
cuss typical evaluation metrics that repre-
sent the success of human-AI interactions,
in particular centering around complemen-
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tary performance. To achieve better out-
comes than either could accomplish alone, by
leveraging the strengths of both AI and hu-
mans (Wu & Bansal et al., 2021).

Mixed-Initiative Interaction Besides broad dis-
cussions on the aforementioned aspects, we will
focus on discussing initiation, i.e., how the NLP
model and the human can take the leading roles
interchangeably. We will ground our discus-
sion on the mixed-initiative interaction mecha-
nism (Horvitz, 1999) — a flexible interaction strat-
egy in which each agent contributes what it is best
suited at the most appropriate time — and discuss
how model initiations impact the perceived model
usefulness (Avula et al., 2022; Santy et al., 2019),
and how human initiations may be used as not only
a driving force on achieving human goals (Oh et al.,
2018), but also a fallback option when the model
does not behave as expected (Lee et al., 2022a).

2.2 Deep-dive: Types of AIs, LLM Agents

In this section, we will concretize the theoretical
grounding with more specific examples, grouped
by how AIs are presented in the context of interac-
tion. We will use research studies and real-world
products that involve Human-AI Interaction as case
studies, and reflect on their interactions design (e.g.,
through displaying model suggestions, dialog sys-
tems, GUI interactions).

We will first discuss the use of single-purpose
AIs who take over dedicated tasks through a sin-
gle form of interaction. This includes, e.g., toxic-
ity detectors making recommendations in decision
making tasks like content moderation (Zhang et al.,
2023b), language models making autocompletion
suggestions in writing tasks (Lee et al., 2022a), etc.

We will then move to the more current advance-
ment of general purpose AIs, where the AI plays
certain roles in social contexts, and interact with
humans in more diverse manners, e.g., intelligent
tutors offering multiple types of hints, explanations,
followup questions etc. (OpenAI, 2023). This
thread of work is becoming more prevalent as the
AI systems become more competent in simulating
human behaviors, and will ground our discussion
on Human-LLM Interaction in §2.3.

LLM agents Among general-purpose AIs, we
will particularly emphasize on how these LLMs
are usually framed as agents (Talebirad and Nadiri,
2023; Wang et al., 2023), and how the interactions

with these models follow social norms. Based off
research on human-human interaction, we will
cover how domain knowledge and skills can be
operationalized into this process to support an ef-
fective workflow, and discuss possible limitations
of using an agent (e.g., the introduction of human
insights is very likely to trigger cognitive load for
users). One example is our current survey compar-
ing human-human pair-programming and human-
AI pair-programming (Ma et al., 2023).

We will also compare the human-LLM agent in-
teractions with the recent agent-agent interactions
where both subjects of the interaction are LLM-
simulated agents, including generative agent sim-
ulations where multiple LLM agents simulate a
small town similar to The Sim (Park et al., 2023),
and red-teaming research where an LLM plays the
role of a malicious character for testing the safety
of another model (Ganguli et al., 2022).

2.3 Human-LLM Interaction

The design of Human-LLM Interaction Di-
rectly leveraging LLMs for complex tasks, espe-
cially when it comes to sophisticated tasks that
might require different expertise and both humans
and LLMs, is non-trivial. Going beyond standard
prompting engineering to supporting different as-
pects of interaction, we will cover a few key sub-
areas under human-LLM interaction, ranging from
decomposition to planning, refinement, and inter-
action (Cai et al., 2023; Li et al., 2023). Concretely,
we will cover how prompts are often designed
to generate certain outcomes, chain of thought
prompting (Wei et al., 2022) to demonstrate de-
sired actions, as well as few-shot learning tech-
niques to tailor the generation. Purely relying on
prompting requires substantial expertise and time
for design and implementation, and makes it dif-
ficult to leverage end-user feedback. Thus, we
will discuss how planning and human-in-the-loop
(Zhang et al., 2023a) can help boost the workflow
via techniques like structured planning, conditional
generation (Hsu et al., 2023), and memory mecha-
nisms (Park et al., 2023), for more transparent and
collaborative human-LLM collaboration.

Evaluation We will discuss the evaluation of
human-LLM interaction (Lee et al., 2022b), rang-
ing from quantitative measures to user-centered
evaluation. This will not only cover task-level per-
formances, but also interaction dimensions such
as usability, satisfaction, and engagement, as well
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as long-term effects on users. Beyond evaluation,
we will provide an in-depth summary of existing
datasets (Lin et al., 2023), environments, and plat-
forms that support the study of human-LLM inter-
action and provide guidelines on the pros and cons
of different datasets, as well as how practitioners
in this space could design innovative interaction
paradigms tailored to their interests.

3 Tutorial Presenters

Diyi Yang is an assistant professor in the Com-
puter Science Department at Stanford University.
Her research focuses on human-centered natu-
ral language processing and computational social
science. Diyi has organized four workshops at
NLP conferences: Widening NLP Workshops at
NAACL 2018 and ACL 2019, Casual Inference
workshop at EMNLP 2021, NLG Evaluation work-
shop at EMNLP 2021, and Shared Stories and
Lessons Learned workshop at EMNLP 2022. She
also gave a tutorial at ACL 2022 on Learning with
Limited Data, and a tutorial at EACL 2023 on
Summarizing Conversations at Scale. Diyi and
Sherry have co-developed a new course on Human-
Centered NLP that has been offered at both Stan-
ford and CMU.

Sherry Tongshuang Wu is an assistant profes-
sor at the Human-Computer Interaction Institute,
Carnegie Mellon University. Her primary research
investigates how humans (AI experts, lay users,
domain experts) interact with (debug, audit, and
collaborate) AI systems. Sherry has organized two
workshops at NLP and HCI conferences: Shared
Stories and Lessons Learned workshop at EMNLP
2022 and Trust and Reliance in AI-Human Teams
at CHI 2022 and 2023. She will give a tutorial at
EMNLP 2023 on Designing, Learning from, and
Evaluating Human-AI Interactions.

Marti A. Hearst is a professor and the Interim
Dean for the UC Berkeley School of Informa-
tion. She is both an ACL Fellow and a SIGCHI
Academy member, and former ACL President. Her
research has long combined HCI and NLP; recent
projects include adding interactivity to scholarly
documents and creating interactive newspods. She
recently gave invited keynote talks at the EACL
NLP + HCI workshop, the KDD Workshop on
Data Science with a Human in the Loop, and
she advised the 2022 NAACL program chairs on
the Human-Centered Natural Language Processing

special theme. She has taught courses in NLP, HCI,
and information visualization for 25 years.

4 Diversity Considerations

The topic of human AI interaction will be inclusive
to both NLP and HCI communities. We will make
our tutorial materials digitally accessible to all par-
ticipants. During the tutorial sessions, we will work
with student volunteers to encourage open dialogue
and promote active listening, allowing participants
to share their thoughts and experiences without fear
of judgment. After the tutorial, we will actively
collect feedback to identify areas for improvement
related to diversity and inclusion and share it with
future tutorial presenters.

Our presenter team will share our tutorial with a
worldwide audience by promoting it on social me-
dia, and to diverse research communities. Our pre-
senters include both junior and senior researchers.
Thus, we have diversified instructors which will
also help encourage diverse audience. Diyi has ex-
perience co-organizing Widening NLP Workshops
at both NAACL and ACL, and actively works on
inviting undergraduate students to research and pro-
moting diversity such as by speaking at AI4ALL
and local high-schools at Atlanta. We will work
with ACL/NAACL D&I teams, and consult re-
sources such as the BIG directory to diversify our
audience participation.

5 Reading List and Prerequisite

The tutorial is targeted toward NLP researchers and
practitioners working with humans. The prerequi-
site includes familiarity with basic knowledge of
NLP and language systems. Knowledge of system
deployment is a plus. We will also provide a more
paced introduction to some materials. Here are a
few papers that lay a foundation for this area:
• Re-examining Whether, Why, and How Human-

AI Interaction Is Uniquely Difficult to De-
sign (Yang et al., 2020);

• Does the whole exceed its parts? The effect of
AI explanations on complementary team perfor-
mance (Wu & Bansal et al., 2021);

• Principles of mixed-initiative user inter-
faces (Horvitz, 1999);

• Guidelines for Human-AI Interaction (Amershi
et al., 2019);

• Supporting Peer Counselors via AI-Empowered
Practice and Feedback (Hsu et al., 2023)

36



• Evaluating human-language model interaction
(Lee et al., 2022b)

Breadth While we will give pointers to dozens
of relevant papers over the course of the tutorial,
we plan to cover around 7-8 research papers in
close detail. Only 1-2 of the “deep dive” papers
will come from the presenter team.

6 Ethics Statement

Given its strong emphasise on human AI interac-
tions, our tutorial provides insights into the intricate
relationship between humans and AIs (e.g., LLMs).
In our tutorial, we will provide discussions regard-
ing the capabilities and limitations of LLMs, as
well as potential ethical challenges that they might
pose, such as around bias, harm and fairness. Our
conclusion session will also discuss responsible re-
search design in the space of human-AI interaction,
and best practices that can encourage ethical and
inclusive uses.
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1 Description

This tutorial provides an overview of the cutting
edge research on spatial and temporal language
understanding. We also cover some essential back-
ground material from various subdisciplines to this
topic, which we believe will enrich the CL commu-
nity’s appreciation of the complexity of spatiotem-
poral reasoning.

One of the essential functions of natural lan-
guage is to express spatial and temporal relation-
ships between objects and events. Linguistic con-
structs can encode highly complex, relational struc-
tures of objects, events, and spatiotemporal rela-
tions between them. Spatiotemporal language un-
derstanding is useful in many research areas and
real-world applications. Extending two past tu-
torials on spatial language in EMNLP-2020 and
COLING-2022, we propose this new tutorial that
jointly discusses both spatial and temporal seman-
tics for the first time; we also want to take this
opportunity to showcase the challenges we still
face today in spatiotemporal reasoning, even with
state-of-the-art large language models.

This topic recently has attracted the attention
of various sub-communities in the intersection of
Natural Language, Computer Vision, and Robotics.
The complexity of spatiotemporal language under-
standing and its importance in downstream tasks
that involve grounding the language in the physi-
cal world has become evident to the NLP research
community. The recent evaluation results on large
generative language models such as ChatGPT show
these models struggle with spatial and temporal
reasoning while comparatively spatial reasoning
appeared harder than temporal reasoning for these
models (Bang et al., 2023).

While these two aspects of semantics are highly
related, there are rare efforts with a focus on a
combination of these two semantic aspects. We
hope such a tutorial makes the connections more

explicit and inspires new ideas for future research
in the intersection of spatial and temporal semantic
understanding in language and when language is
combined with vision and action.

Similar to various aspects of symbolic seman-
tic representations of language, standardizing tasks
related to spatiotemporal language is challenging.
It has been rather hard to obtain a set of concepts
and relationships together with a formal meaning
representation that applies to all real-world situ-
ations (Pustejovsky et al., 2003a,b; Pustejovsky,
2017; Pustejovsky et al., 2011; Kordjamshidi et al.,
2010; Mani, 2009; Dan et al., 2020; Chambers
et al., 2014; Ning et al., 2018a, 2020).

This has resulted in research on spatiotemporal
language learning and reasoning becoming diverse,
task-specific, and, to some extent, not comparable.
While formal meaning representation is a general
issue for language understanding, formalizing spa-
tiotemporal concepts and building formal reasoning
and machine learning models based on these con-
cepts have a wealth of prior foundational work that
can be exploited and linked to language understand-
ing.

In this tutorial, we overview five main themes:
1) Spatiotemporal Semantic Representation; 2)
Spatiotemporal Information Extraction and; 3)
Spatiotemporal qualitative representation and
reasoning; 4) Reasoning over spatial and tem-
poral information with pre-trained and large
generative language models; 5) Downstream ap-
plications that require Spatiotemporal reason-
ing including language grounding, robotics, nav-
igation, dialogue systems and other tasks that
require combining vision and language. These
are detailed in three categories in the detailed out-
line provided in a later section.

We cover the research on using spatial concepts
for language grounding using spatial commonsense
about object affordances (Pustejovsky and Krish-
naswamy, 2021; Krajovic et al., 2020), composi-
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tional referring expressions, and robotic naviga-
tion (Francis et al., 2021; Mogadala et al., 2021).

The semantic representation section covers the
research that attempted to arrive at a common set
of basic concepts and relationships (Pustejovsky
et al., 2003a; Bateman, 2010; Hois and Kutz, 2011)
as well as making existing corpora interopera-
ble (Pustejovsky et al., 2011; Mani and Puste-
jovsky, 2012; Kordjamshidi et al., 2010, 2017;
Ning et al., 2018a, 2020). We discuss the exist-
ing qualitative and quantitative representation and
reasoning models that can be used for the investiga-
tion of interoperability of machine learning and rea-
soning over spatial and temporal semantics (Cohn
et al., 1997; Allen, 1984). Spatiotemporal language
meaning representation includes research on cogni-
tive and linguistically motivated semantic represen-
tations, knowledge representation and ontologies,
qualitative and quantitative representation models
used for formal meaning representation, and var-
ious annotation schemas and efforts for creating
specialized corpora. We discuss various datasets
that either focus on spatiotemporal annotations or
downstream tasks that need spatial and temporal
language learning and reasoning. Particularly, nat-
ural language visual reasoning data (Suhr et al.,
2017, 2018) and question-answering data (Ning
et al., 2020; Han et al., 2021). Moreover, we high-
light the lack of research on learning representa-
tions that are spatiotemporally rich and point to a
few sparse works in this area. We refer to meaning
representations and foundation models currently
being developed when processing video data which
might be inspiring (Villegas et al., 2022; Fei et al.,
2023; Ning et al., 2022; Bagad et al., 2023).

We overview the existing models for extrac-
tion of spatial and temporal information from lan-
guage, both the abstract semantic extraction (Ko-
rdjamshidi et al., 2011; Kordjamshidi and Moens,
2015; Ning et al., 2018b; Leeuwenberg and Moens,
2018, 2020) and extractions driven by various tar-
get tasks and applications. We will discuss the re-
cent datasets and results that are probing language
models’ ability in spatial language understanding
using spatial question answering, visual questions
answering (Mirzaee et al., 2021; Collell et al., 2021;
Mirzaee and Kordjamshidi, 2022; Bang et al., 2023;
Shi et al., 2022; Chen et al., 2024; Liu et al., 2023)
and also in the recent diffusion models (Cho et al.,
2023).

Finally, we overview the usage of spatiotem-

poral semantics by various downstream tasks
and killer applications including language ground-
ing (Alikhani and Stone, 2020), navigation (Zhang
and Kordjamshidi; Zhang et al., 2024), self-driving
cars (Deruyttere et al., 2021; Grujicic et al., 2022)
robotics (Tellex et al., 2011; Kollar et al., 2010;
Zheng et al., 2021), dialogue systems (Degand and
Muller, 2020; Li et al., 2023) and human-machine
interaction, and geographical information systems
and knowledge graphs (Stock et al., 2013; Mai
et al., 2020).

Spatiotemopral semantics is very closely con-
nected and relevant to the visualization of natural
language and grounding language into perception,
central to dealing with configurations in the physi-
cal world and motivating a combination of vision
and language for a richer understanding of time
and space. The related tasks include text-to-scene,
text-to-video, conversion; image captioning; spatial
and visual (image/video) question answering; and
spatial understanding in multimodal settings (Rah-
gooy et al., 2018) for robotics and navigation tasks
and language grounding (Thomason et al., 2018;
Pustejovsky and Krishnaswamy, 2021).

The current research using end-to-end mono-
lithic deep models fails to solve complex tasks
that need deep language understanding and rea-
soning capabilities (Hudson and Manning, 2019).
Throughout this tutorial, we will highlight the im-
portance of combining learning and reasoning for
spatiotemporal language understanding and its in-
fluence on the semantic representation and type of
the learning models as well as the performance on
various applications. Regarding the question of rea-
soning, we (a) point out the role of qualitative and
quantitative formal representations in helping spa-
tiotemporal reasoning based on natural language
and the possibility of learning such representations
from data to support compositionality and infer-
ence (Hudson and Manning, 2018; Hu et al., 2017);
and (b) examine how continuous representations
contribute to supporting reasoning and alternative
hypothesis formation in learning (Krishnaswamy
et al., 2019). We point to the cutting-edge research
that shows the influence of explicit representation
of concepts (Hu et al., 2019; Liu et al., 2019). The
main goal of this tutorial is to combine these cur-
rent related efforts from different communities and
application domains into one unified treatment, to
identify the challenges, problems and future direc-
tions for spatiotemporal language understanding.
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2 Outline

The tutorial will cover the following syllabus.

1. Spatial-Temporal Symbolic Representations
and Extraction

• Annotation schemes and symbolic se-
mantic representation of space.

• Annotation schemes and symbolic se-
mantic representation of time.

• Spatial Information Extraction from Lan-
guage

• Temporal Information Extraction from
Language

2. Spatial and Temporal Reasoning and Ground-
ing

• Spatial and Temporal Reasoning and
Evaluation with Language Models

• Evaluations with Spatial QA, VQA, and
Diffusion Models

• Spatial and Temporal Reasoning with
Formal Logical Representations

• Multimodal spatial reasoning and dense
paraphrasing

• Grounding language into physical 2D
and 3D coordinates

• Grounding events into 1D timelines
• Commonsense LLMs

3. Downstream Applications

• Vision and Language Navigation
• Motion planning for robots
• Situated Grounding and multimodal dia-

logues
• Self-driving cars, Clinical reports time-

line

Duration: 3 hours, we estimate to present 50%
our research work and 50% other related research.
Diversity Considerations: The organizing com-
mittee, is diverse from the gender perspective of the
instructors, coming from industry and academia,
covering the research that is done in European
Union as well as national US projects. It includes
both junior and senior instructors affiliated with
different organizations and countries. Special re-
quirements: No specific equipment, other than
video projector and internet access. Number of
attendees: The topics, potentially are interesting

for a large audience. This research direction has
been paid a lot of attention recently, particularly the
application areas that we cover in this tutorial and
the research on the evaluation of large language
models. We estimate 100 attendees. Venue: This
Tutorial is presented at NAACL-2024. Open ac-
cess: We make all the teaching material publicly
available1 and allow ACL to publish the slides and
the video recording of the tutorial in the ACL An-
thology.

3 Prerequisites and reading list

Familiarity with machine learning and natural lan-
guage processing will be helpful for tutorial atten-
dees. Our selected reading list is as follows.

• Qualitative spatial representation and reason-
ing. Anthony G. Cohn, and Jochen Renz.
Foundations of Artificial Intelligence 3 (2008):
551-596.

• A linguistic ontology of space for natural lan-
guage processing. John A. Bateman, Joana
Hois, Robert Ross, and Thora Tenbrink. Arti-
ficial Intelligence 174, no. 14 (2010): 1027-
1071.

• Spatial Role Labeling: Task Definition and
Annotation Scheme. Parisa Kordjamshidi,
Marie-Francine Moens, Martijn van Otterlo,
(2010). Proceedings of the Seventh Confer-
ence on International Language Resources
and Evaluation (LREC’10).

• The qualitative spatial dynamics of motion in
language. James Pustejovsky, and Jessica L.
Moszkowicz. Spatial Cognition Computation
11, no. 1 (2011): 15-44.

• Interpreting Motion: Grounded Representa-
tions for Spatial Language. Inderjeet Mani
and James Pustejovsky (2012), Explorations
in language and space. Oxford University
Press.

• Changing perspective: Local alignment of ref-
erence frames in dialogue, Simon Dobnik,
Christine Howes, JD Kelleher, Proceedings
of SEMDIAL (goDIAL), 24-32, 2015.

1Slides: https://spatial-language-tutorial.
github.io/
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• Global machine learning for spatial ontol-
ogy population. Parisa Kordjamshidi, Marie-
Francine Moens, (2015). Journal of Web Se-
mantics, 30, 3-21.

• VoxML: A Visualization Modeling Language.
James Pustejovsky, and Nikhil Krishnaswamy.
In Proceedings of the Tenth International Con-
ference on Language Resources and Evalua-
tion (LREC’16), pp. 4606-4613. 2016.

• Do you see what I see? Effects of pov on
spatial relation specifications. Nikhil Krish-
naswamy, and James Pustejovsky. In Proc.
30th International Workshop on Qualitative
Reasoning. 2017.

• ISO-Space: Annotating static and dynamic
spatial information. James Pustejovsky
(2017). In Handbook of Linguistic Annota-
tion, pages 989–1024. Springer.

• Spatial role labeling annotation scheme.
Parisa Kordjamshidi, Martijn van Otterlo,
Marie-Francine Moens, (2017). In: Puste-
jovsky J., Ide N. (Eds.), Handbook of Linguis-
tic Annotation Springer Verlag.

• Source-target inference models for spatial in-
struction understanding. Hao Tan and Mohit
Bansal (2018). In Proceedings of the Thirty-
Second AAAI Conference on Artificial Intel-
ligence (AAAI-18) (5504-5511).

• Acquiring common sense spatial knowledge
through implicit spatial templates. Guillem
Collell, Luc Van Gool and Marie-Francine
Moens (2018). In Proceedings of the Thirty-
Second AAAI Conference on Artificial Intelli-
gence (AAAI 2018) (pp. 6765-6772). AAAI.

• Generating a Novel Dataset of Multimodal
Referring Expressions. Nikhil Krishnaswamy,
and James Pustejovsky. In Proceedings of the
13th International Conference on Computa-
tional Semantics, pp. 44-51. 2019.

• StepGame: A New Benchmark for Ro-
bust Multi-Hop Spatial Reasoning in Texts.
Zhengxiang Shi, Qiang Zhang, Aldo Lipani,
Proceedings of the AAAI Conference on Arti-
ficial Intelligence, 36 (2022) 11321-11329.

• SPARTQA: A Textual Question Answering
Benchmark for Spatial Reasoning. Roshanak

Mirzaee, Hossein Rajaby Faghihi, Qiang
Ning, and Parisa Kordjamshidi. 2021. In
Proceedings NAACL-2021, pages 4582–4598,
Online. Association for Computational Lin-
guistics.

• A Multi-axis Annotation Scheme for Event
Temporal Relations. Qiang Ning, Hao Wu,
and Dan Roth. 2018. In Proceedings of ACL-
2018, pages 1318-1328.

• TORQUE: A Reading Comprehension
Dataset of Temporal Ordering Questions.
Qiang Ning, Hao Wu, Rujun Han, Nanyun
Peng, Matt Gardner, and Dan Roth. 2020.
In Proceedings of EMNLP-2020, pages
1158–1172.

• A Meta-framework for Spatiotemporal Quan-
tity Extraction from Text. Qiang Ning, Ben
Zhou, Hao Wu, Haoruo Peng, Chuchu Fan,
and Matt Gardner. In Proceedings of ACL-
2022, pages 2736–2749.

• SpatialVLM: Endowing Vision-Language
Models with Spatial Reasoning Capabilities.
Chen, Boyuan and Xu, Zhuo and Kirmani,
Sean and Ichter, Brian and Driess, Danny
and Florence, Pete and Sadigh, Dorsa and
Guibas, Leonidas and Xia, Fei,arXiv preprint
arXiv:2401.12168,2024.

• Visual Spatial Reasoning. Fangyu Liu, Guy
Emerson, Nigel Collier; Transactions of the
Association for Computational Linguistics
2023.

• Multi-agent Motion Planning from Signal
Temporal Logic Specifications. Dawei Sun,
Jingkai Chen, Sayan Mitra, Chuchu Fan.
IEEE Robotics and Automation Letters (RA-
L).

• NL2TL: Transforming Natural Languages to
Temporal Logics using Large Language Mod-
els. Yongchao Chen, Rujul Gandhi, Yang
Zhang, and Chuchu Fan. Proceedings of the
2023 Conference on Empirical Methods in
Natural Language Processing, 2023.

4 Instructors

• Parisa Kordjamshidi is an Assistant Pro-
fessor of the Computer Science Department
at Michigan State University. She has been
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working on spatial semantics extraction and
annotation schemes, mapping language to for-
mal spatial representations, spatial ontologies,
structured output prediction models for infor-
mation extraction, and combining vision and
language for spatial language understanding.
She has organized/co-organized shared tasks
on Spatial role labeling, SpRL-2012, SpRL-
2013, and the Space Evaluation workshop,
SpaceEval-2015, in the SemEval Series and
Multimodal spatial role labeling workshop
mSpRL at CLEF-2017 intending to consider
vision and language media for spatial infor-
mation extraction. She organized SpLU at
(NAACL-18, EMNLP-2020) and Robonlp-
SpLU at (NAACL-2019, ACL-IJCNLP 2021).
Email: kordjams@msu.edu. Webpage: http:
//www.cse.msu.edu/~kordjams.

• Qiang Ning is an applied scientist at AWS
(2022-) leading the human alignment team
for Titan LLMs. Prior to that, Qiang was an
applied scientist at Alexa (2020-2022) and
a research scientist at the Allen Institute for
AI (2019-2020). Qiang received his Ph.D.
from the University of Illinois at Urbana-
Champaign in 2019 in Electrical and Com-
puter Engineering. Qiang’s research inter-
ests span in information extraction, question
answering, and the application of weak su-
pervision methods in these NLP problems in
both theoretical and practical aspects. Email:
qiangning.01@gmail.com. Webpage: https:
//www.qiangning.info/

• James Pustejovsky is the TJX Feldberg Chair
in Computer Science at Brandeis University,
where he is also Chair of the Linguistics Pro-
gram, Chair of the Computational Linguistics
MA Program, and Director of the Lab for Lin-
guistics and Computation. He received his
B.S. from MIT and his Ph.D. from UMASS
at Amherst. He has worked on computational
and lexical semantics for 25 years and is the
chief developer of Generative Lexicon Theory.
Since 2002, he has been working on the devel-
opment of a platform for temporal reasoning
in language, called TARSQI (www.tarsqi.org).
Pustejovsky is the chief architect of TimeML
and ISO-TimeML, a recently adopted ISO
standard for temporal information in language,
as well as the recently adopted standard, ISO-

Space, a specification for spatial information
in language. He has developed a modeling
framework for representing linguistic expres-
sions and interactions as multimodal simula-
tions. This platform, VoxML, enables real-
time communication between humans and
computers or robots for joint tasks, utilizing
speech, gesture, gaze, and action. He is cur-
rently working with robotics researchers in
HRI to allow the VoxML platform to act as
both a dialogue management system as well
as a simulation environment that reveals real-
time epistemic state and perceptual input to a
computational agent. His areas of interest in-
clude Computational semantics, temporal and
spatial reasoning, language annotation for ma-
chines. Email: jamesp@brandeis.edu. Web-
page: http://www.pusto.com.

• Marie-Francine Moens is a Full Professor
at the Department of Computer Science, KU
Leuven. She has a special interest in machine
learning for natural language understanding
and in grounding language in a visual con-
text. She is a holder of the prestigious ERC
Advanced Grant CALCULUS (2018-2023)
granted by the European Research Council
on the topic of language understanding. She
is currently associate editor of the journal
IEEE Transactions on Pattern Analysis and
Machine Intelligence (TPAMI). In 2011 and
2012 she was appointed as chair of the Euro-
pean Chapter of the Association for Compu-
tational Linguistics (EACL) and was a mem-
ber of the executive board of the Association
for Computational Linguistics (ACL). From
2014 to 2018 she was the scientific manager
of the EU COST action iV&L Net (The Euro-
pean Network on Integrating Vision and Lan-
guage). Email: sien.moens@cs.kuleuven.be.
Webpage: https://people.cs.kuleuven.

be/~sien.moens
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