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Message from the Workshop Organizers

Endowing machines with knowledge has long been regarded as one of the important goals
of AI. Traditionally, symbols and their relations represent knowledge for natural language
processing. Obviously, because of the limitations of the classical symbolic-based knowledge
representation theory and knowledge acquisition technologies, symbolic knowledge bases
have typical weaknesses, such as limited representation capacity, low acquisition efficiency,
low coverage of multiple knowledge types, and applicable difficulties in reasoning scenarios.
By contrast, large language models (LLMs) follow quite a different paradigm: the tradition
of connectionism and neural networks. It employs distributional numerical vectors/matrices
to represent the knowledge. This way, almost all knowledge types can be represented and
embodied into a unified semantic space.

LLMs can be treated as knowledge base and provide an easier way to acquire and collect
knowledge and inject knowledge into the downstream models or applications. However,
compared with traditional symbolic knowledge bases, LLMs still have limitations including
hallucination, and relying exclusively on fill-in-the-blank close tasks. A recent study showed
that LLMs may miss more tail knowledge than head knowledge. LLMs still struggle to acquire
negative knowledge. On the other hand, queries on knowledge graphs, in symbolic and/or
neural ways, can vastly answer more complex logical queries, such as union, intersection,
negation, counting, etc. Various strategies have been explored to improve the interpretability and
reasoning performance of LLMs, for example, CoT, CoT-SC, Tree-of-Thoughts, or using external
symbolic inference engines. unavailable. However, researchers still argue that LLMs are not
good logical reasoners. One of the main reasons is that LLMs’ reasoning is mostly non-rigorous
— neither the reasoning process nor the result is guaranteed to be correct and complete.
Despite these shortcomings, LLMs are becoming fundamental tools and have achieved great
success in both academia and industry. They not only unify various NLP-related tasks in the
form of text generation, but also have shown remarkable reasoning ability.

A cutting-edge research direction is to move from System I associative thinking to System II
rational thinking – in the sense of D. Kahneman. Researchers are targeting novel machine
learning systems for “slow, logical, sequential, conscious, linguistic, algorithmic, planning, and
reasoning” problems. Knowledge graphs provide a natural way of connecting the dots across
texts. Building an inherent linkage module for LLMs can provide a better global view of the
world.

Moving from System I thinking to System II thinking demands traditional deep-learning to
go beyond the statistical learning framework, and make qualitative extensions. A variety of
new learning biases has been proposed to narrow the gap between higher-level cognition
and traditional deep-learning. Language is embodied and schematizes space. The next
generation of neural language system shall be a brain- and AI-inspired understanding system
that explicitly represents situations, which roots in qualitative spatial representation, then
extending to spatio-temporal and event representation, moving on to causality and emotion.
Recent research proposes tensors as a unified representation for perception and memory,
proposes spheres to explicitly unify symbolic structure with neural embedding for deterministic
reasoning, neurosymbolic unification, and for humour understanding.

This workshop invited renowned scholars to give keynotes and active researchers to introduce
their pioneering works in the fields, topics covering both academic researches and industrial
applications. The state-of-the-art in deep learning for NLP and beyond shows that there
are many open research questions to be addressed at the interface of symbolic and neural
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approaches, and that bridging neurons and symbols may break the glass ceiling of deep learning
for NLP.

The NeusymBridge 2024 Organizers
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