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Abstract
Grounding is a pertinent part of the design of LLM-based dialogue systems. Although research on grounding
has a long tradition, the paradigm shift caused by LLMs has brought the concept onto the foreground, in
particular in the context of cognitive robotics. To avoid generation of irrelevant or false information, the system
needs to ground its utterances into real-world events, and to avoid the statistical parrot effect, the system
needs to construct shared understanding of the dialogue context and of the partner’s intents. Grounding and
construction of the shared context enables cooperation between the participants, and thus supports trustworthy
interaction. This paper discusses grounding using neural LLM technology. It aims to bridge neural and symbolic
computing on the cognitive architecture level, so as to contribute to a better understanding of how conversa-
tional reasoning and collaboration can be linked to LLM implementations to support trustworthy and flexible interaction.

Keywords: grounding, spoken dialogue systems, large language models, Theory of Mind, conversational
AI, knowledge graphs, language-capable robots

1. Introduction

One of the main challenges in cognitive robotics
is language-based communication which should
be natural as well as grounded in the context in
which the dialogue takes place. As pointed out by
Wilcock and Jokinen (2023), among others, the
main problem of ChatGPT-type interaction is that
the models have no understanding of the real world:
sentences are generated as strings of words, but
they are not grounded in real world experience and
they do not convey feelings or a genuine intention
to communicate. A robot may assist humans to ma-
nipulate objects or navigate in the environment, so
the meaning of the utterances must be linked to a
true representation of relevant events, objects and
actions. Also the lack of trustworthy information
and tendency to hallucinate undermine the reliabil-
ity of LLMs for applications especially in the health
and eldercare domains, because of the model’s
outdated information and unknown data sources,
as well as the “long-tail” problem, i.e., problems
learning low-frequency facts (Kandpal et al., 2022).
Recently also semantic inconsistency of ChatGPT
has been studied (Jang and Lukasiewicz, 2023)
with the conclusion that inconsistency issues un-
dermine its reliability and cannot simply be resolved
by prompt design and data augmentation.

The contributions of this paper deal with research
areas of cognitive robotics and conversational AI.
We study the linking of neural and symbolic pro-
cessing from the point of view of conversational
AI and support the view that grounding (actually
more than one type of grounding) is needed in LLM-
based dialogue systems which aim to be of value
for human users by providing cognitively plausible

dialogue behaviour. We draft a model that uses
conversational AI and knowledge graphs for the
purpose of building shared understanding of the
dialogue situation, combining neural technologies
for symbol-level interaction and creating common
ground, and also discuss how grounding can be
used to leverage both reliable information exchange
and smooth interaction for robot dialogues.

The paper is structured as follows. Section 2
summarizes previous and related work. We discuss
the grounding models in Section 3. The knowledge
graph technologies used in our models are briefly
presented in Section 4. We conclude with discus-
sion on future directions in Section 5.

2. Previous and Related Work

We give an overview of our general framework of
Constructive Dialogue Model in Subsection 2.1,
and summarize related work in grounding in Sub-
section 2.2

2.1. Constructive Dialogue Model
Context-aware dialogue research (Jokinen, 2018)
emphasizes that an intelligent agent needs to be
aware of its context in order to support natural and
attentive dialogues. An important characteristic of
the agent is the ability to communicate in a manner
which is well-timed concerning the partner’s atten-
tion and appropriately formulated concerning the
partner’s intentions. Such behavior creates com-
mon ground to achieve goals, seek information,
and create social bonds, i.e. dialogue partners
construct conversation together in their conversa-
tional interaction.
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In cognitive robotics (Cangelosi and Asada,
2022), robots should communicate with humans
in a socially correct way, and their ability to recog-
nize the user’s spoken and multimodal utterances
must be combined with their own speech, gesturing
and multimodal behaviour. Consequently, human-
robot interactions resemble interactive situations
between two agents. However, our claim is not
that the robot agent is conscious about its acts or
that it understands the meaning of linguistic sym-
bols in the same way as humans; rather, we put
forward the view that human-robot interactions are
perceived as natural and intentional, if the robot
agent’s operation and interaction are based on
similar capabilities (affordances) as those used in
human-human interactions.

The Constructive Dialogue Model (CDM) is a
conceptual and operational framework which re-
gards conversational interactions as cooperative
activities through which the participants build com-
mon ground (for more information see (Jokinen,
1996, 2009)). The CDM architecture takes into ac-
count the multidimensional and intertwined nature
of human-agent interaction from a dynamic sys-
tems theory perspective. Dynamic systems theory
perceives human development as a connection-
ist process of self-organization and emergence:
systems can generate novelty through their own
activity, which consists of many decentralized and
local interactions that occur in real time. In sys-
temic approaches, communication is understood
as the emergent product of multiple activities in the
participants’ cognitive neuroarchitectures, and it
can be viewed as a constant but regulated change
within a complex dynamic system, formed by the
intertwined activities.

In CDM, participants aim to achieve their commu-
nicative goals by conveying information about their
intentions and tasks. They are engaged in the ex-
change of new information which includes feedback
about their understanding, attitude, emotions, and
willingness to interact. Their individual acts create a
new (cognitive) state and together the participants
generate conversation as a joint action. The dy-
namic development of conversation enables the
participants to construct mutual understanding (al-
though not necessarily agreement about the tasks
and intentions), whereas various enablements of
communication constrain and regulate the interac-
tion, such as the need to be in contact, to perceive
various partner actions as communicative signals,
to be able to understand the partner’s message,
and to be able to produce one’s own reaction. Re-
action encodes new information which changes the
system state and causes the agents to organise
their reasoning with respect to the new state.

One of the main challenges for CDM is how to
update one’s knowledge in order to align with the

partner to construct shared context and react ap-
propriately. The process of grounding is used to
establish links between new and old information,
and to determine optimal communicative action for
the construction of shared knowledge. Ground-
ing is manifested by the signals that indicate the
agents’ cooperation and their attention to the part-
ner’s needs: verbal acknowledgement and relevant
continuation of the conversation is accompanied
by non-verbal feedback. Several studies deal with
multimodal feedback-giving processes, expressed
by eye-gaze, facial expressions, head nods, hand
gestures, body movement, and a wide range of vo-
calisations such as laughter etc. For instance, Mori
et al. (2022) studied nods in human conversations,
and proposed a model which includes a component
for updating the partner’s internal cognitive state
(such as knowledge, understanding and emotional
stance), on the basis of which the agent can decide
on the appropriate feedback. The model focuses
on the type of nod, but takes into account also a
whole repertoire of possible feedback expression
(verbal, gesturing, body posture). Models for such
expressive interaction are important in many cogni-
tive robotics applications, where task completion is
not enough but more comprehensive and affective
interaction is desired.

2.2. Related Work
Rather than focusing solely on task completion as
the basis of the efficient communication, linguis-
tic grounding research has focussed on natural-
ness of interactions and measuring user engage-
ment through the participants’ multimodal activity.
Such approaches concern cooperative dialogue
management (Clark and Wilkes-Gibbs, 1986; Clark
and Brennan, 1991; Allwood et al., 1992; Traum
and Allen, 1992; Traum and Heeman, 1996), and
more recently (Kawano et al., 2021; Udagawa and
Aizawa, 2021). Some recent research on linguistic
grounding has also been conducted by Axelsson
and Skantze (2023a,b) using the Furhat robot as
an interface robot. In this work, general knowledge
graph entities and links are marked by temporary
labels, and the memory space has to be updated
every time time a dialogue session starts.

Jokinen et al. (2024) explore how to predict
grounding and shared knowledge in dialogues,
given the listener feedback and a suitable prompt
design with examples. In particular, they investigate
if LLMs can be used to construct shared knowledge
in an interactive context of an information seeker
and an information provider conversing over a par-
ticular topic. The information provider’s knowledge
is structured in a table format, while the seeker
queries the information until understood and satis-
fied with the result. Three types of conversational
grounding are assumed: explicit (expressed by ex-



47

plicit feedback signals that show the partner’s un-
derstanding), implicit (expressed by moving on in
the dialogue to other topics without explicit linguis-
tic signals to show the partner’s understanding),
and clarification (expressed by a clarification ques-
tion to ask further information). The results are
positive and demonstrate the LLMs capability to
dynamically build structured knowledge, but further
studies are needed to distinguish between the im-
plicit and clarification types of grounding, to include
multimodal feedback, and to fine-grain the analysis
of situations where misunderstandings occur.

In a series of papers (Wilcock and Jokinen,
2022a,c; Jokinen and Wilcock, 2024), Jokinen and
Wilcock have extensively studied cooperative and
uncooperative robot behaviour, also using Furhat
robots. They propose a solution with knowledge
graphs for grounding to control LLMs in dialogue
modelling and to alleviate the LLM’s tendency to
produce false information.

Figure 1: Different errors in LLM-based dialogues.

Their recent work (Wilcock and Jokinen, 2023)
compares LLM-based dialogue systems with knowl-
edge graph-based systems from the point of view
of errors that occur in testing. They distinguish
false implications, ontological errors, and Theory
of Mind errors, as shown in Figure 1. The figure
also includes speech recognition errors but these
are not discussed here as their solutions are not
directly included in the knowledge-base reasoning.

False implications are errors where the user is
led into making assumptions that are not true, while
ontological errors result from a lack of knowledge
of the semantics and structure of the world. They
can be remedied by adding semantic metadata
such as taxonomies and geographical locations to
the knowledge graphs, and by using more flexible
searches. Theory of Mind errors occur when partic-
ipants have different perspectives of the situation,
and are caused by lack of grounding.

3. Grounding Models

We distinguish between Theory of Mind grounding
(in Subsection 3.1) and knowledge grounding (in
Subsection 3.2).

3.1. Theory of Mind and Grounding
As mentioned, Wilcock and Jokinen (2023) point
out that while the other interaction errors may be re-
solved by the RAG approach and its developments,
Theory of Mind (ToM) errors occur when the par-
ticipants have different knowledge of the situation
and its solution requires modelling of the partner’s
mental state.

According to Theory of Mind (ToM) (Baron-
Cohen, 1991), the development of human cognition
requires the understanding of other minds having
different content than one’s own: another person’s
mind is related to their perspective of the world
which is not necessarily the same as one’s own.
In cognitive robotics, ToM is used as a basis for
the studies to construct a shared knowledge and
mutual understanding of the context of the physical
world, which are also the main issues in cooperative
dialogue modelling.

LLM-based interactions lack shared understand-
ing of the partner’s worldview, experience, emo-
tions, and environment. Figure 2 exemplifies a
common situation in human-robot interactions. In
the user’s mind the referent of the last one is the re-
cently listed item To the Herbs, whereas the system
regards the phrase the last one to refer to Pesche
Doro, the last one in its list of database items. The
mismatch leads to confusion but can be resolved
by a clarification question. The error is not seen as
a mistake but as a lack of relevant knowledge, and
its recovery thus becomes a matter of construct-
ing appropriate shared knowledge. We call this
conversational grounding, as it is based on the con-
versational context of what the partners have been
talking about and how they interpret the language
referents in the current context.

Figure 2: Conversational grounding (ToM error).

Another type of grounding is exemplified in Fig-
ure 3. In order to act in the real world and cooperate
with humans, the robot agent must have knowledge
of the environment and how language concepts are
linked to the entities in the environment where the
interaction takes place. For instance, in object ma-
nipulation and navigation tasks where the robot
collaborates with humans, computer vision technol-
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ogy needs to be combined with LLMs to give the
robot a sense of the environment and the skill to talk
about it. We call this visual grounding, which has
been long studied in robotics (cf. (Harnad, 1990)),
where it refers to the grounding of utterances into
the perceptions of the world. Simultaneous visual
and conversational grounding allows the agent to
assess the relevance and truth of the partner’s ut-
terances with respect to the current environment
and to generate an appropriate response within the
shared knowledge, e.g. asking a clarification ques-
tion to recognize the correct referent mentioned by
the user.

Figure 3: Visual grounding and the real world.

Perspective taking is one of the challenges in
current computer vision research (Lemaignan et al.,
2011), whereas recent advances in Visual Dialogue
Modelling (Wu et al., 2017) combine speech and
images in order to allow spoken natural language
questions and answers deal with the elements that
are recognized in the image.

To address ToM errors, the agent must distin-
guish private and shared knowledge, and have a
goal to build shared knowledge in order to advance
the task via communication. We make a distinction
between existing static knowledge and dynamic dia-
logue processing knowledge, but represent both in
a knowledge graph. Each user can have a personal
knowledgebase which contains their personal infor-
mation and preferences but can also be extended
dynamically in the dialogue, including their view of
the dialogue situation. In order to update one’s own
knowledge and align it with the partner’s knowledge,
the agent constructs a shared context as part of the
knowledge representation. We aim to leverage the
knowledgebase approach for updates and reason-
ing by deploying the typical procedures for search-
ing and updating knowledge graph databases. For
instance, communicative actions establish links be-
tween the nodes in the graph structure, and these
can be dynamically updated as property updates
of the entities and the links.

3.2. LLMs, KGs and Grounding

As discussed above, simple application of LLMs
enables the robot agents to talk fluently on any
topic, but the sentences are basically imitations of
what could be said, rather than manifestations of
the speaker’s intention to convey some information
to the partner (giving rise to the phrase “statistical
parrot” (Bender et al., 2021)). In the knowledge-
base approach, generated sentences are grounded
in the knowledgebase, curated by humans to rep-
resent true facts of the world. Ontologies and se-
mantic metadata are important tools in providing
necessary information about how the world is struc-
tured (see Wilcock and Jokinen (2022b)) and we
can also use different knowledgebases (document
collections, knowledge graphs) which contains rel-
evant information about the domain and dialogue,
and can also be said to "represent" the world.

Currently much research is focused on combin-
ing Knowledge Graphs (KGs) and LLMs, and a
survey of this work is provided by Pan et al. (2023).
When KGs are curated by human experts, the data
provenance is known and errors of outdated data
can be resolved (cf. Wikipedia). For instance, Di
Bratto et al. (2021) describe how graph databases
can be used as a framework for a understanding
the domain during dialogue. They use Internet
Movie Database and Wikidata with a reference to
personal and common ground concepts. Wilcock
and Jokinen (2023) discuss how KGs can be used
to provide trustworthy information to the user and
how KGs can be augmented with WikiData meta-
data. Fu et al. (2023) present how KG reasoning
and ontologies enable more cooperative responses
based on reliable data, and Schneider et al. (2023)
describe how to use knowledge graphs and conver-
sational interfaces for exploratory search, bridging
the gap between structured and unstructured infor-
mation retrieval on news articles.

As fluent conversational capability is one of the
main advantages of LLMs, current research efforts
aim to combine such capability with trustworthy reli-
able information. The third meaning for “grounding”
can hence be found in the LLM and Knowledge
Graph literature: it is discussed in the context of
knowledgebases providing a reliable starting point
for the LLM generation. We call this knowledge
grounding as it refers to the grounding of linguistic
information to the speaker’s knowledge and experi-
ence of world, stored in knowledgebases and rep-
resented in texts, KGs, and cognitive models of the
agent’s knowledge.
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4. Grounding and Knowledge Graph
Technologies

In this section we briefly explore how knowledge
grounding can be included in dialogue manage-
ment, using LLMs, retrieval augmentation, and
knowledge graphs.

The RAG (Retrieval Augmented Generation) ap-
proach (Lewis et al., 2020) is commonly used as
a generation model for reliable knowledge inclu-
sion. It provides a solution to problems with false
implications and ontological errors. The process-
ing pipeline is divided into language understanding
and response generation. First the user input is
analysed to extract important concepts and the
user intent. The analysis is then used for mak-
ing a search query to retrieve relevant information
from the knowledgebase. Response generation
uses the information retrieved from the knowledge-
base together with the user query and dialogue his-
tory, as input for the LLM-based generation module
which then generates a response.

We use Neo4j graph databases (Robinson et al.,
2015) in our work. Most recently LLMs have been
used to generate Cypher queries that can search
knowledge graphs in Neo4j (Bratanic, 2023). Sym-
bolic representation of knowledge can thus be used
as a grounding model for LLMs. Neo4j also in-
cludes a vector search capability which supports
efficient semantic search of KGs by adding an em-
bedding vector to each node. It can be used with
LLMs to make semantic searches based on user
queries in natural language that do not require ex-
act lexical matches with node labels. It is interest-
ing that the description of this capability refers to
"grounding LLM responses", which in this paper
is regarded as an example of knowledge ground-
ing, i.e. representing a way how generative models
ground their responses into curated knowledge.

This approach has been demonstated in Wilcock
and Jokinen (2023) where knowledge graphs are
used with robot dialogues in the CityTalk applica-
tion to talk about restaurants and hotels (Wilcock,
2019). A similar approach is used in Jokinen and
Wilcock (2024) but the interaction deals with the
Kyoto cooking database (Kiyomaru et al., 2018)
which has been converted into a knowledge graph.
The graph is stored in a Neo4j graph database, as
shown in Figure 4.

All the nodes in the Kyoto Cooking database are
labelled with Japanese names. It is thus possible
to have multilingual interaction as the graph can
be queried in English or Japanese. An example of
these mixed-language queries in Figure 5 is from
an earlier version of the system where the names
of dishes, ingredients, nutrients, and cooking meth-
ods in the responses are in Japanese, and the
number of responses is limited to 3.

Figure 4: Kyoto Cooking knowledge graph in Neo4j.

Figure 5: Currently mixed-language responses.

5. Conclusion and Future Work

The paper describes ongoing research on human-
robot dialogues where knowledge graphs are used
to make the interaction more natural and trustwor-
thy. The paper supports the view that human in-
teraction with robots is quite unlike interactions
with text-based systems or with other types of mo-
bile devices, and that conversational robot agents
should enable a grounding process in order to cre-
ate shared context with the human partner, so as to
advance technological readiness of cognitive robot
applications.

The shared context is constructed through
grounding dynamically in the conversation, and it
is represented by knowledge graphs. Structured
knowledge modelling concerns relevant informa-
tion of the application domain and of the world, and
ultimately of the speaker’s own view-point of the
real-world events and entities. The paper aims
to show the dynamic nature of grounding and the
complexity of the construction of shared knowledge
between the dialogue partners.

Three different types of grounding are distin-
guished: 1) conversational grounding establishes
links from language expressions to the shared di-
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alogue context (i.e. beliefs of what knowledge is
shared in the context), 2) visual grounding sup-
ports grounding of language expressions to suit-
able elements in the context taking into account
the whole visual scene, and 3) knowledge ground-
ing anchors language expressions into the agent’s
own knowledge (long-term memory in which the
agent’s knowledge and experience is stored). Each
type has an important role in the communication
and in the processing of the partner’s communica-
tive signals. They also demonstrate how the sym-
bolic representations can be grounded within the
same framework of structured knowledge graphs
as vectorized documents and LLMs, thus linking
symbolic representations of thoughts and intentions
to cognitive processing of neural representations.
The grounding models also show how the dynamic
communication system can be controlled by com-
municative enablements, and how the problematic
issues of false and irrelevant information can be
alleviated to harness the conversational power of
LLMs for language-capable robots.

Future work concerns user studies to evaluate
appropriateness and success of the dialogues, as
well as application of the approach to knowledge
bases of various sizes and domains. In grounding
research, multimodal aspects of dialogue need to
be taken into account, as well as better understand-
ing of the grounding process and its cogntive mod-
elling. Main challenges deal with the construction
of structured knowledge bases, their maintenance
and updating, sustainability of LLMs, and various
ethical aspects (Williams et al., 2023) related to
language capable agents.
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