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Abstract
Long-form abstractive summarization is a task
that has particular importance in the legal do-
main. Automated evaluation metrics are im-
portant for the development of text generation
models, but existing research on the evaluation
of generated summaries has focused mainly on
short summaries. We introduce an automated
evaluation methodology for generated long-
form legal summaries, which involves breaking
each summary into individual points, compar-
ing the points in a human-written and machine-
generated summary, and calculating a recall
and precision score for the latter. The method is
designed to be particularly suited for the com-
plexities of legal text, and is also fully inter-
pretable. We also create and release a small
meta-dataset for the benchmarking of evalua-
tion methods, focusing on long-form legal sum-
marization. Our evaluation metric corresponds
better with human evaluation compared to ex-
isting metrics which were not developed for
legal data.

1 Introduction

Generative text models, including large language
models (LLMs), have made huge strides in per-
formance in the last few years, and are now in-
creasingly deployed in many domains in business
and science. However, research on effective au-
tomated evaluation metrics for generated text has
yet to catch up, and basic methodologies such as
ROUGE (Lin, 2004) and others (see Section 2) are
still used to judge the performance of new models.
In the sub-field of text summarization, existing re-
search on and meta-datasets for the evaluation of
generated text summaries have focused mainly on
shorter summaries consisting of a few sentences,
while very little work has been done on long-form
summaries (see the survey Koh et al., 2022).

Long-form abstractive summarization is a task
that has particular importance in the legal domain.
Legal documents such as court judgments (which

are documents written by judges, detailing the back-
ground of a court case and the reasons for a rul-
ing) are often many tens of pages long, and sum-
maries of these can be several pages long. The UK
Supreme Court, for instance, releases press sum-
maries of 2-3 pages for the cases it decides (The
Supreme Court of the United Kingdom, 2024).

Modern LLMs, with their long context windows,
are a natural tool for automatically generating such
summaries from the original legal document. There
is a pressing need, therefore, for effective auto-
mated evaluation metrics for the resulting long-
form summaries.

In this paper, we propose an automated method
for the evaluation of long-form generated legal sum-
maries, which involves breaking each summary
into individual points, comparing the points in a
human-written reference and machine-generated
candidate summary, and calculating a recall or pre-
cision score. We call our method the pointwise
evaluation methodology.

The idea of splitting summaries into discrete
units to obtain reliable manual evaluation scores is
well-known (Nenkova and Passonneau, 2004), and
automated methods based on this idea have been
explored (Liu et al., 2023b). Our proposed method
expands upon previous work by: 1) adapting the
methodology to be usable for long-form summaries
and 2) using more advanced models to deal with
the greater nuance and complexity of legal text.

To evaluate this method against existing ones,
we also create and release a small meta-dataset for
benchmarking evaluation methodologies for long-
form legal summarization. To our knowledge, this
is the first such dataset to be made available.
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2 Survey of Existing Approaches and
Prior Work

2.1 Manual Evaluation Methodologies

Manual evaluation is considered to be the gold-
standard for scoring the outputs of machine learn-
ing models. The following papers present system-
atic methods for collecting manual scores for gen-
erated text.

Pyramid (Nenkova and Passonneau, 2004) in-
troduced a reliable method of obtaining human
evaluations of generated summaries against a set of
human-written reference summaries. The authors
introduce the concept of Summarization Content
Units (SCUs) — parts of a text that are no big-
ger than a single clause. The SCUs are manually
extracted from each reference summary. If SCUs
from multiple references have near-identical mean-
ings, these are considered to be a single SCU, and
this SCU is given a higher weight based on how
many reference summaries it appears in.

The extracted SCUs are then used to objectively
evaluate the candidate summaries. For each can-
didate summary, the human annotator determines
which SCUs are contained within the candidate.
The candidate is then assigned a score based on the
weights of the SCUs it contains.

LitePyramid (Shapira et al., 2019) simplifies
the Pyramid method by using statistical sampling
rather than exhaustive SCU extraction and analy-
sis, making the process less error-prone and more
suited for crowdsourced workers. Instead of merg-
ing similar SCUs that appear in multiple docu-
ments, each SCU is considered individually during
the annotation of candidate texts. A fact that is
important will be repeated in different reference
summaries and thus be “weighted” more strongly
during the scoring process.

REALSumm (Bhandari et al., 2020) presents
a meta-dataset for evaluation based on the
CNN/Daily Mail dataset, produced by adapting
the LitePyramid method to be used with only one
human reference summary.

2.2 Automated Evaluation Metrics

Because human evaluation is time-consuming, au-
tomated evaluation metrics are often used to mea-
sure the quality of generated texts. While such
automated methods are convenient, they may not
correlate well with manual evaluation.

ROUGE-N (Lin, 2004) measures the overlap of
n-grams between the reference and candidate texts.

ROUGE-L (Lin, 2004) measures the length of
the longest common subsequence between the two
texts, normalised by the length of one of the texts.

SEMScore (Aynetdinov and Akbik, 2024) mea-
sures the cosine similarity between the embeddings
of the two texts.

BERTScore (Zhang et al., 2020) calculates the
document similarity as a combination of the sim-
ilarity between contextual BERT embeddings of
individual tokens in the reference and candidate
texts.

BARTScore (Yuan et al., 2021) is based on
calculating the probability that the BART model
would produce the candidate text given the refer-
ence text (or vice-versa).

FActScore (Min et al., 2023) calculates a fac-
tuality score for a generated text by breaking the
generated text into atomic facts and calculating the
percentage of facts supported by a reliable knowl-
edge source. The authors focused on generated
biographies.

AlignScore (Zha et al., 2023) measures the fac-
tual consistency between two texts using a general
function of information alignment, developed us-
ing a variety of data sources from common NLP
tasks.

A2CU (Liu et al., 2023b) automates the LitePyra-
mid method by 1) fine-tuning a T-Zero 3B model
(Sanh et al., 2022) to extract content units from
reference summaries, and 2) using a BERT-based
(Devlin et al., 2019) Natural Language Inference
(NLI) model to check whether each content unit is
present in a generated candidate summary. The au-
thors also developed a single-step metric (A3CU).
The authors trained and tested their models on short
summaries (several sentences long) from the RoSE
dataset (Liu et al., 2023a).

2.3 Meta-Datasets for Evaluation of
Evaluation Metrics

TAC 2008 and TAC 2009 (Dang and Owczarzak,
2008): These datasets contain 100-word summaries
of multiple documents, and include human evalua-
tion of machine-generated summaries.

REALSumm CNNDM dataset (Bhandari et al.,
2020): The authors created a meta-evaluation
dataset based on the CNN/Daily Mail news sum-
marization dataset. The gold summaries are an
average of 3 - 4 sentences long.

RoSE dataset (Liu et al., 2023a): Meta-
evaluation dataset of short-form summaries based
on 3 datasets: CNN/Daily Mail, XSum (single-
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sentence summaries of news articles), and SAM-
Sum (dialogue summaries).

2.4 Text Summarization in the Legal Domain

Hachey and Grover, 2006 developed an extractive
summarization method for UK court judgments
using the rhetorical status of sentences.

In Shukla et al., 2022, the authors explored and
evaluated various extractive and abstractive meth-
ods of summarizing legal case documents. They
also performed a meta-evaluation study, and found
that the results of several automated evaluation met-
rics (ROUGE and BERTScore) correlate poorly
with human ratings. The authors did not release
their meta-evaluation dataset.

3 Pointwise Evaluation Method

3.1 Introduction

We expand upon previous work by developing
an interpretable, two-step evaluation methodology
suited for legal text. The steps consist of:

1. Breaking the reference and candidate texts
into individual points;

2. Determining, for each point in the reference
text, whether there is a point in the candidate text
that is saying the same thing (though it may be
phrased differently), and vice-versa.

These steps can either be done manually (see
Section 4) or using automated methods (see Sec-
tion 5). A recall and precision score can then be
calculated.

3.2 Differences from Existing Approaches

Our method differs from existing approaches in the
following ways.

Granularity of Semantic Units
Nenkova and Passonneau, 2004 and Liu et al.,
2023b break the text to be evaluated down into
basic units of a single clause, as shown in the ex-
ample in Figure 1 (a1). Basic units of this size can
work well with news article summaries, which tend
to concentrate on facts.

Legal documents such as court judgments, how-
ever, are more complex and often involve logical
reasoning. The example in Figure 1 (a2) shows a
legal sentence and what it would look like if broken
into single-clause units. These units, however, are
not a good representation of the original sentence in
the context of a legal case. The first point, that the
Court of Appeals disagreed with the High Court,

is true but not useful without the additional infor-
mation about which point they disagreed on. The
Court of Appeals may well have agreed with the
High Court on another legal issue while disagree-
ing on this one. The second point, that "the listings
were not targeted at UK consumers", is stated as a
fact, when in the original sentence it was the High
Court’s opinion. It is important to distinguish who
says something in a legal case, because the parties
and courts involved often have differing opinions.

We therefore use longer points as our base unit
of text.

Handling Long-Form Summaries
The entailment models used in Liu et al., 2023b
have been trained on short summaries and perform
less well on long-form summaries.

In addition, long documents sometimes require
greater contextual understanding of the document
in order to determine whether two sentences are
making the same point. Consider the example in
Figure 1 (b). These two sentences are making the
same point in the context of the court’s reasoning,
but one needs to know the context of the factors
mentioned in the second sentence in order to be
sure of this.

Handling Greater Nuance and Complexity of
Legal Text
Because legal texts involve complex reasoning, it
is a more difficult task to determine whether two
sentences are making the same point in the context
of a legal case. For example, consider the two
sentences in Figure 1 (c). The two sentences are not
making the same point, nor does either entail the
other. However, the logic involved in the sentences
is somewhat convoluted.

We therefore make use of more advanced mod-
els, such as state-of-the-art LLMs, which are better
able to handle such nuanced reasoning tasks, espe-
cially when given examples in the prompt.

4 Meta-Dataset for Evaluation of
Long-Form Legal Summaries

We create a small meta-dataset for the evaluation of
evaluation methods for long-form legal summariza-
tion, consisting of 7 cases from the UK Supreme
Court (UKSC) 1. For each decided case, the UKSC
writes and releases a 2-3-page-long press summary.

1Contains public sector information licensed under the
Open Government License v3.0.
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a1) News text: a2) Legal text:

(b) Contextual understanding required (c) Nuance and complexity of legal text

(a) Granularity of semantic units

1. The company's targeting of consumers in the UK 
infringed the trademarks. 

2. Even if the goods were not targeted at consumers in 
the UK, the company nonetheless infringed the 
trademarks.

• The Court of Appeals disagreed with the High 
Court's conclusion.

• The listings were not targeted at UK consumers.

The Court of Appeals disagreed with the High 
Court's conclusion that the listings were not 
targeted at UK consumers.

Single-clause semantic units (do not capture full meaning):

1. Significant factors pointing in the direction of targeting include a 
message on the landing page and almost all subsequent pages 
offering to deliver to the UK. 

2. The Supreme Court relies on various factors, including the "Deliver 
to United Kingdom" message displayed to UK consumers.

• Chelsea weren't awarded a penalty.
• David Ospina clashed with Oscar.
• The clash occurred in the 51st minute.

Chelsea weren't awarded a penalty for David 
Ospina's 51st-minute clash with Oscar.

Single-clause semantic units:

Figure 1: Examples of the nuances involved in legal language and how it differs from other types of text such as
news. The examples are explained in Section 3.2. Example (a1) is adapted from Liu et al., 2023b.

We use this press summary as the human-written
reference summary of the case.

For each court decision, we generate 5 LLM-
written summaries, using different models (Claude
3 Opus and Sonnet, GPT-4o, and Titan Text G1 Pre-
mier) and prompts. We then use a variation of the
LitePyramid method to create the meta-dataset, fol-
lowing the two-step procedure described in Section
3.1.

Step 1: Point Extraction. We manually break
each summary (human-written reference and LLM-
generated candidates) down into discrete units,
which we call points. As explained in Section 3.2,
these points tend to be more complex than the units
used in previous work using the Pyramid method.

Step 2: Point Matching. For a given candi-
date summary, we step through each point in the
reference summary, and find the best-matching can-
didate point (if any).

Further details can be found in Appendices A.1
and A.2.

4.1 Recall Score

To calculate the overall recall score of the candi-
date summary, we consider the percentage of refer-
ence points which have a matching candidate point,
with a weighting scheme applied. The weighting
scheme is described in Appendix A.3.

The pointwise evaluation method can also be
used to obtain precision scores. However, in ac-
cordance with the literature, we concentrate on
recall-based scoring when creating the dataset.

4.2 Dataset Split

Some of the automated methods discussed in the
next section require training examples. We use 3 of
the UKSC cases (each with 1 human-written and
5 LLM-generated summaries) as the training and
validation set, and the remaining 4 cases (each with
1 human-written and 5 LLM-generated summaries)
as the test set for calculating the performance of
the automated methods.

5 Automating the Pointwise Evaluation
Method

Each step in the two-step approach described in
Section 3.1 can be automated.

5.1 Step 1: Point Extraction

In Step 1, we break the text into individual points.
We investigate the following automated methods.

5.1.1 Fine-tuned T5 Model
Chen et al., 2023 introduced a semantic unit which
the authors call atomic expressions of meaning or
propositions. The authors fine-tuned a Flan T5-
large model (Chung et al., 2024) on the FACTOID-
WIKI dataset to extract propositions from an input
passage. We have found that their model splits the
text into longer segments than the content units
presented in Nenkova and Passonneau, 2004 and
Liu et al., 2023b, making it more suitable for legal
text. To further increase the suitability of the model,
we fine-tune the model on our dataset.
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5.1.2 LLM Prompted with Examples

We prompt an LLM (Claude 3.5 Sonnet, which in
our experience is the best-performing Anthropic
model for similar tasks) to split a paragraph into
individual points, giving it similar instructions to
those in Appendix A.1. We also provide it with
about 25 examples from the training dataset.

For both of these methods, we pass each para-
graph of the summary separately through the
model.

5.2 Step 2: Point Matching

In Step 2, we compare the points in the reference
and candidate texts, to determine whether the same
points exist in both. In other words, for each point
in the reference text, we need to evaluate whether
there is a point in the candidate text that is stating
the same idea. This boils down to determining
whether two sentences are making the same point
in the context of the legal case (though they may
be phrased differently).

We investigate the following methods (ranging
from simple to complex) to automate this step.

5.2.1 Cosine Similarity

We calculate the embeddings of the two points,
using the Sentence Transformers (Reimers and
Gurevych, 2019) all-mpnet-base-v2 model (the cur-
rent top-performing Sentence Transformers model
(Sentence Transformers, 2024)). Cosine similarity
is then computed between these embeddings. All
pairs passing a threshold are considered a match.
The threshold is selected to optimize one of the
downstream metrics (reference point based F1, de-
scribed in Section 6.2) on the training set.

5.2.2 NLI Model

We use the NLI model from Liu et al., 2023b to
check whether each reference point is present in
the candidate summary. Their NLI model is a De-
BERTa model (He et al., 2021) that has been fine-
tuned on the RoSE dataset. Having been trained
on short summaries, the NLI model does not per-
form well when presented with more than a few
sentences, even though the model can theoretically
take in longer text.

To adapt the model for long-form summaries,
we make use of the paragraph structure of these
summaries. For each reference point, we ask the
NLI model whether each paragraph in the candidate
summary entails the reference point. If at least one

candidate paragraph entails it, the reference point
is considered present in the candidate summary.

Additionally, we fine-tune this NLI model on
our legal dataset.

5.2.3 LLM with Contextual Prompt and
Examples

As described in Section 3.2, legal text involves
greater nuance than news text, and sometimes re-
quires understanding of the context of the whole
legal case. To best handle these complexities, we
use a state-of-the-art LLM to determine whether
two points are making the same point in the con-
text of a legal case. We chose Claude 3.5 Sonnet
as our LLM, since in our experience it is the best-
performing Anthropic model for similar tasks.

The LLM is provided with the following infor-
mation in the prompt:

• Examples from other court cases
• The full reference summary, which gives the

LLM the context of the court case
• The context for each of the two points to be

compared (the context consists of the point
itself and the preceding and following point,
in order of appearance)

• The two points to be compared
• An explanation of what "making the same

point" means in the context of a court case
(shown in Appendix A.4)

• An instruction to the LLM to give a one-
sentence explanation, followed by a binary
rating ("Yes" or "No")

We experimented with two regimes for providing
examples in the prompt:

Few-Shot Regime: We provide around 10 exam-
ples which include edge cases that are particularly
tricky to distinguish. For each example, an expla-
nation is provided, followed by the correct answer.

Many-Shot Regime: We carried out many-shot
prompting (a concept explored in Agarwal et al.,
2024) by providing the LLM with several hundred
examples. To create these examples, we used 2
UKSC cases from our training set. For each case,
we collated the few-shot-prompted LLM responses
for the reference-candidate point pairs from one
of the generated summaries. We extracted all the
point pairs for which the LLM gave a true positive,
false positive, or false negative response. Because
there were many more true negatives, we extracted
only a subset of these point pairs; for each ref-
erence point, we chose the candidate point with
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the highest cosine similarity that was an LLM true
negative. The incorrect LLM explanations (false
positives or negatives) were then corrected by hand;
in some cases the true positive explanations were
also edited.

These examples were included in the many-shot
prompt as follows: We first include the example
court case summary, followed by a list of the exam-
ple point pairs in that case. For each example point
pair, we provided the hand-corrected explanation
followed by the final "Yes" or "No" answer.

Pre-Selecting Candidates: To cut down on
computation, we did not pass every reference-
candidate point pair through the LLM. Rather, for
each reference point, we pre-select the 5 candidate
points that have the closest cosine similarity to the
reference point.

5.2.4 Ensuring 1-1 Matching
For the Cosine Similarity and LLM automated
methods, we carry out a further step. Sometimes
a single candidate point may be matched to multi-
ple reference points. We further disambiguate the
situation by finding the best-matching reference
point for each candidate point that has more than
one reference match. To do so, we developed the
assignment algorithm described in Appendix A.5.

5.3 Calculating the Candidate Summary
Recall Score

The weighted percentage of reference points that
have at least one match, according to the auto-
mated method, is the candidate summary recall
score given by the method. The weighting of refer-
ence points is described in Appendix A.3.

6 Results

6.1 Step 1: Point Extraction
To evaluate the performance of automated mod-
els for point extraction, we employed the easiness
scores introduced in Zhang and Bansal, 2021 and
further extended by Nawrath et al., 2024. This
score assesses the similarity between generated
points and human-written ones, and is described in
Appendix A.6.

We compare our approaches with the following
baselines:

Sentence split: A baseline approach where the
list of generated points is simply the list of sen-
tences from the given text.

A2CU-Generator (Liu et al., 2023b): See sec-
tion 2.2.

ER EP

Sentence split .70 .81
A2CU-Generator .80 .72
Dense X .85 .85
Fine-tuned Dense X .88 .91
LLM with multi-shot prompt .91 .89

Table 1: Easiness scores (Zhang and Bansal, 2021;
Nawrath et al., 2024) for point extraction. ER and
EP represent the recall- and precision-oriented easi-
ness scores respectively.

Dense X (Chen et al., 2023): See section 5.1.1.

Performance
Table 1 presents the results for the point extraction
task. Dense X is a strong baseline. Our fine-tuned
model and our LLM approach achieve an improve-
ment of 3-6 percentage points over this baseline.

A qualitative analysis of the extracted points is
also instructive. As seen in the examples in Figure
2, the A2CU-Generator, which was trained on non-
legal data, produces points that are too granular
and that do not capture the complex meaning of
the original text. Some of the points are not proper
propositions (they do not make a declarative state-
ment). The fine-tuned Dense X model output is
better but still contains inaccuracies. In particular,
the last point in the example in the Figure is incor-
rectly stated as if it were a fact. In contrast, the
LLM produces points that are correct and properly
capture the original meaning.

6.2 Step 2: Point Comparison

We first evaluate the performance of automated
methods for Step 2 using gold Step 1 points ex-
tracted by human annotators. We calculate two sets
of performance metrics as follows.

Pairwise Matching Scores: Using the auto-
mated method, we predict whether each reference-
candidate pair is a match, and compare this to the
gold annotation. We then calculate a precision
and recall score for the Step 2 method. This indi-
cates how closely the method’s predictions align
with human labels, for every reference-candidate
point pair. We call these the pairwise matching
scores, and they are an indication of how well the
automated method can distinguish whether two sen-
tences are making the same point in the context of
a court case. This calculation is done before the
assignment algorithm described in section 5.2.4.

Reference Point Based Scores: After perform-
ing the assignment algorithm (for the Cosine and
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Original Text Points created by A2CU-Generator

Points created by LLM

• Relevant to the question of whether an order should 
be made

• relevant to the question of what order should be 
made

• Relative to the question of whether an order should 
be made will be a number of factors

• Relative to the question of whether an order should 
be made and, if so, what order, will be a number of 
factors

• The financial benefit which the applicant has 
already received

• The financial benefit which the applicant has failed 
to take advantage of

• The financial benefit which the applicant has failed 
to take advantage of under the foreign law

• The applicant has failed to take advantage of a right
• The applicant has failed to take advantage of a right 

under the foreign law to claim financial relief

Relevant to the question of 
whether an order should be made 
and, if so, what order, will be a 
number of factors such as the 
financial benefit which the 
applicant has already received, or 
whether the applicant has failed 
to take advantage of a right under 
the foreign law to claim financial 
relief.

• A number of factors will be relevant to the question 
of whether an order should be made and, if so, what 
order.

• One relevant factor is the financial benefit which 
the applicant has already received.

• Another relevant factor is whether the applicant has 
failed to take advantage of a right under the foreign 
law to claim financial relief.

• Relevant to the question of whether an order should 
be made and, if so, what order, will be a number of 
factors.

• The financial benefit which the applicant has 
already received will be relevant factors.

• The applicant has failed to take advantage of a right 
under the foreign law to claim financial relief.

Points created by Fine-tuned Dense X

Figure 2: Examples of points produced by different automated Step 1 models. The A2CU-Generator, which was
trained on non-legal data, produces points that are too granular and that do not capture the complex meaning of
the original text. Some of the points are not proper propositions (they do not make a declarative statement). The
fine-tuned Dense X model output is better, but still not quite right – the last point, in particular, is incorrectly stated
as if it were a fact. The LLM produces points that are correct and properly capture the original meaning.

LLM methods only), we then calculate another
set of precision and recall scores for the method,
from the frame of view of each reference point.
Here, we are asking, for each reference point: if
the automated method says there is a match, is
there actually a match according to the gold anno-
tation (and vice-versa)? This is regardless of which
candidate point is matched. We call these scores
the reference point based scores. These scores are
an indication of how well the automated method
can pick out which reference points are covered by
the candidate summary. Since the summary recall
score of the candidate summary is the percentage of
reference points that are covered by the candidate
summary, the reference point based scores also
give an indication of how accurate the resulting
summary recall score is likely to be.

Further details are given in Appendix A.7.

Performance
Table 2 shows the results of the automated methods
for Step 2. Note that pairwise metrics were not
calculated for the NLI-based method, because this
method does not perform matching between two
points, but rather asks if a candidate paragraph
entails a reference point.

The F1 scores show that the LLM performs
much better at this task than the other methods.
This indicates that the LLM can better distinguish
the nuances in complex legal statements than sim-
pler models. The LLM many-shot and few-shot
regimes perform similarly.

Pairwise Reference
matching point based

P R F1 P R F1
Cosine similarity .20 .67 .31 .62 .70 .66
A2CU-NLI n/a n/a n/a .69 .49 .57
A2CU-NLI fine-tuned n/a n/a n/a .55 .86 .67
LLM, few-shot .60 .82 .70 .87 .83 .85
LLM, many-shot .61 .81 .69 .87 .84 .85

Table 2: Precision (P), recall (R) and F1-score of au-
tomated methods for Step 2. The pairwise matching
scores are an indication of how well the method can
distinguish whether two sentences are making the same
point in a legal context. The reference point based
scores indicate how well the method can pick out which
reference points are covered by the candidate summary.

The absolute pairwise matching precision scores
are not high. This indicates that, though it may
seem a simple task to compare two sentences to see
if they make the same point, this appears to be quite
tricky for automated methods, even state-of-the-art
LLMs that are given full context.

Because many of the false positives involve the
same candidate point being matched to multiple
reference points, the assignment algorithm in Sec-
tion 5.2.4 mitigates the effect of these errors on
the downstream summary recall score calculation,
because each candidate point is only allowed to
match to one reference point.
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Pearson Correlation RMSE
Summ. Sys. Pop.

ROUGE-1 .350 .421 .523 .171
ROUGE-2 .651 .684 .595 .139
ROUGE-L .656 .739 .676 .134
BERTScore .596 .722 .589 .325
A2CU .830 .909 .638 .093
A3CU .477 .607 .048 .146
Pointwise DX-ft, NLI-ft .838 .883 .807 .236
Pointwise LLM, LLM-FS .938 .987 .940 .037
Pointwise LLM, LLM-MS .923 .975 .950 .035

Table 3: Pearson correlation (summary-, system- and
population-level) of automated methods with human
evaluation, as well as root mean squared error (RMSE)
between automated metrics and human scores.

6.3 Comparison with Human Evaluation

We run Step 1 and Step 2 in a fully automated
manner, obtaining recall scores for each candidate
summary. We then calculate the correlation of these
automatically-calculated recall scores with the re-
call scores obtained from human annotation (de-
scribed in Section 4).

Due to computational resource limitations, we
focused on only these combinations of Step 1 and
Step 2 methods:

Pointwise DX-ft, NLI-ft is the non-LLM version,
using the fine-tuned Dense X model for Step 1 and
fine-tuned A2CU-NLI model for Step 2.

Pointwise LLM, LLM-FS uses the LLM for Step 1
and few-shot-prompted LLM for Step 2.

Pointwise LLM, LLM-MS uses the LLM for Step 1
and many-shot-prompted LLM for Step 2.

We calculate three types of correlation scores.
The summary-level score is the average (over all
m cases) of the correlation across the n candidate
summaries for each case. The system-level score
first averages (over all m cases) the scores of the
candidate summaries for each system (i.e. LLM
and prompt that generated the summary), then cal-
culates the correlations across the n systems using
these average scores. In addition, we calculate a
population-level correlation score, where the m×n
candidate summaries are each considered as an in-
dividual datapoint in the correlation.

The correlation results are shown in Table
3. The LLM-based pointwise methods pro-
duce higher correlations (for all three correlation
types) than the baselines. The non-LLM-based
Pointwise DX-ft, NLI-ft performs better in some of
the correlation categories than the baselines, but
not as well as the LLM-based pointwise methods.
This shows that the use of advanced LLM models

yields a significant advantage in this task involving
complex legal text.

We calculate the significance (p-value) of the
improvement in correlation of our best-performing
method over the best baseline, using the PERM-
BOTH permutation algorithm described in Deutsch
et al., 2021. Because the summary- and system-
level correlations involve averaging over the cases,
each correlation is calculated over only 5 systems,
which is too small a number to achieve significance.
For the population-level correlation, however, our
method shows a strongly statistically significant
improvement (p < 0.001) over the best baseline.

In addition, the root mean squared error between
the LLM-based pointwise metric and the human
metric is less than half that of the best baseline.

Figure 3 plots the summary recall scores ob-
tained from several automated metrics against the
human scores. We see that the pointwise metric
corresponds much more closely with human evalu-
ation than the baselines do. The pointwise metric
has a narrower spread, and a best-fit line much
closer to the ideal line, than the baselines.

7 Discussion and Conclusions

The improvement in correlation of our method over
the baselines is particularly pronounced for the
population-level correlation. This is an indication
that our method produces consistent results across
all the court cases in our dataset. In other words, it
does not merely rank the candidate summaries for
each case in the correct order from best to worst,
but also gives a recall score that is well-correlated
with the human score on an individual candidate
summary level.

In addition, the root mean squared error between
the LLM-based pointwise metric and the human
metric is much smaller than that of the baselines.
This indicates that our method produces absolute
recall scores that are close to the human scores,
thus giving an accurate idea of the absolute quality
of a single LLM summary (and not just the com-
paratative quality of multiple LLM summaries).

The plots in Figure 3 illustrate these points fur-
ther.

Apart from performance, one of the advantages
of the pointwise evaluation method over existing
ones its its interpretability and explainability. The
method allows us to see exactly which reference
points are included or missing in the candidate
summary. This allows us to improve the candidate

136



0.0 0.2 0.4 0.6 0.8 1.0
Human Metric

0.0

0.2

0.4

0.6

0.8

1.0
Au

to
m

at
ed

 M
et

ric
PointwiseLLM, LLM MS
ROUGE-L

0.0 0.2 0.4 0.6 0.8 1.0
Human Metric

0.0

0.2

0.4

0.6

0.8

1.0

Au
to

m
at

ed
 M

et
ric

PointwiseLLM, LLM MS
A2CU

Figure 3: Correspondence of automated metrics with human evaluation. These plots show one of the LLM-based
pointwise metrics (red circles), as well as the two best baselines, A2CU and ROUGE-L (blue squares). Each
individual point in the scatterplot represents one generated candidate summary. The best-fit lines are also shown.
The gray dashed line represents a perfect match. The pointwise metric has a narrower spread, and a best-fit line
much closer to the ideal gray dashed line, than the baselines.

summaries in a targeted manner, for example by
editing the prompts to tell the summarizing LLM
to focus more on the type of information that the
current summaries do not include. We can also see
which points in each candidate summary were not
included in the reference (and thus are probably
irrelevant), and can thus also improve the LLM
prompts to avoid these.

8 Limitations and Further Work

The pointwise evaluation methodology focuses on
the content of a summary, and does not account for
(more subjective) aspects of a text, such as writing
style and flow. These aspects are nevertheless an
important part of a well-written legal summary.

Creating a meta-evaluation dataset for long-form
legal summaries is very resource-intensive, and
we were thus only able to create a small dataset.
Future work to extend the dataset to more cases
and across more jurisdictions would allow for more
representative and statistically significant tests.

The pointwise method currently compares candi-
date summaries to a single human-written summary.
Using multiple human-written references, as done
in the original Pyramid (Nenkova and Passonneau,
2004) and LitePyramid methods (Shapira et al.,
2019), could improve the robustness of the method.

It would also be instructive to explore the use of
other LLMs (other than Claude 3.5 Sonnet) for the
Step 2 task of determining whether two points are
saying the same thing in a legal context.

The greedy assignment method described in sec-
tion 5.2.4 may not always assign a candidate point
to the correct reference point. A more complex,
non-greedy algorithm may improve the matching
and be closer to how a human would pick the best
pairwise matches between two sets of points.

Because of the complexities involved in legal rea-
soning, perfect one-to-one matches between points
may not always be possible; this could be an inter-
esting direction for future work.

The pointwise method is more computationally-
intensive than baselines such as ROUGE, but the
computations can be parallelised for greater effi-
ciency.

We developed the pointwise evaluation method-
ology for the specific task of evaluating legal sum-
maries. It is appropriate for use cases where there
is an objective standard for the content that should
or should not be included in a text. It would be
less appropriate for use cases where there are many
possible interpretations of a topic, such as arguing
for or against a particular issue.

9 Ethics

The impacts – and potential harms – of artificial
intelligence are ever-increasing, and sensitive do-
mains like legal technology can often experience
outsized effects from misuse. Over the course of
the research performed, we sought to ensure that
any data and results – generated or derived – were
free of such harms. Our work was built upon court
opinions and judgments that reference real parties,
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locations, and accusations, though we took care to
ensure this information remained neutral and with-
out commentary during the model development
processes. Further, we took steps to ensure that no
individual, entity, or party was unfairly targeted or
identified, opting to leverage very high visibility
cases drawn from the UK Supreme Court.

Despite managing all items under the scope of
our control in the manner described above, the work
and experimentation performed under this research
effort does leverage pretrained large language mod-
els for tasks such as data augmentation, passage
extraction, and pointwise comparison (among oth-
ers). Such models are generally built and hosted by
third parties, and may hold inherent biases, short-
comings, or factual inconsistencies based on the
processes and data with which they were trained.
These potential limitations were not exhaustively
studied under the work contained in this paper,
though we reviewed the results to the best of our de-
terminative ability to ensure they met these ethical
standards.

Nonetheless, we implore researchers who wish
to leverage this work to likewise verify that po-
tential hallucinations are limited, biases are min-
imized, and model-based decision making is fair
and explainable. We discourage leveraging this
work for critical decision making in any legal, per-
sonal, or high-risk domain without thorough review
of results by a trained subject-matter expert (e.g., a
licensed attorney specializing in the area of inter-
est). Further, we invite future researchers to ensure
that similarly appropriate disclosures are made to
any end users consuming data or insights drawn
from this work.
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A Appendix

A.1 Step 1: Point Extraction
In breaking down the summary into discrete points,
we use the following heuristics based on the nature
of legal text.

• If a sentence specifies who said something
(or which law specifies something), this is
included in the resulting point(s).

• If there is a list of multiple factors that are
considered, each factor is split into a separate
point.

• A sentence that follows a because-therefore
structure can be split into separate points.

• A sentence that has a conditional structure and
cannot be split without changing the meaning
of the sentence should be left as a single point,
even if the resulting point is quite long.

Examples are shown in Figure 4.

A.2 Step 2: Point Matching
For each reference point, we find the best-matching
point in the candidate summary (if any).

A one-to-one match is done where possible –
i.e. each reference point should be matched to at
most one candidate point, and vice-versa. If one or
more candidate points each only cover part of the
reference point’s content, we mark these as "partial
matches".

Sometimes multiple candidate points are suffi-
ciently similar to the reference point to be con-
sidered a match. In such cases the best match is
annotated as a full match, and the rest are noted as
"other relevant matches". Sometimes there may be
multiple reference points talking about the same
thing – such as where the court, in its reasoning, re-
peated a point already stated in the case background
for emphasis. If these multiple similar reference
points may match to a single candidate point, the
reference point with the most similar context to the
candidate point is marked as the "full match", and
the remaining reference points get the candidate
point as an "other relevant match".

A.3 Weighting Scheme for Recall Score
A single sentence in the original summary may be
broken down into multiple reference points, with

many shared words between the points. This is
particularly the case when there are multiple factors
mentioned in the original sentence (see the first
example in Figure 4). In such cases, the resulting
points would have an oversized effect on the final
recall score of the document.

To mitigate this problem, we apply the following
weighting scheme to the reference points, where the
weight Wp of each reference point p (containing
lemmas each denoted with l) is:

Wp =

∑
l⊂p

Wl

∑
p

∑
l⊂p

Wl
,

where

Wl =

{
min(

Nl, para
Nl, points

, 1) if lemma in paragraph

0 otherwise.

Here, Nl, para is the number of times the lemma
appears in the original paragraph, and Nl, points
is the total number of times the lemma appears
in all the points extracted from that paragraph.
This weighting scheme down-weights points which
"share" many lemmas with other points, where
these lemmas did not appear as often in the original
paragraph.

In addition, we also consider the type of match
(full or partial): a reference point with a full-
matching candidate point will count fully towards
the recall score. A reference point that has no full
match but one or more partial matches has its con-
tribution reduced by a factor of 0.5.

A.4 Explanation Provided to Step 2 LLM
The following text is included in the prompt for the
LLM for Step 2 (point matching), to specify what
"making the same point" means in the context of a
legal summary:

Two sentences make the same point if they
explain the same legal reasoning step,
describe the same part of a legal test or
rule, describe the same conclusion by the
same court, or give the same background
information about the facts and events
about a case.
Note in particular the following
situations when two sentences do NOT make
the same point:
If the sentences seem to be making the
same argument, but the argument is being
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Original Text Points

• The court agreed that the scale of the publications 
supported the finding of serious harm.

• The court agreed that the plaintiff’s situation 
supported the finding of serious harm.

• The court agreed that the gravity of the statements 
themselves supported the finding of serious harm.

The court agreed that the scale of the publications, 
the plaintiff’s situation, and the gravity of the 
statements themselves supported the finding of 
serious harm.

Original Text Points

There were uncertainties surrounding the 
underlying facts of the case, making it difficult to 
ascertain the precise scope of the doctrine.

• There were uncertainties surrounding the underlying 
facts of the case.

• These uncertainties made it difficult to ascertain the 
precise scope of the doctrine.

Section 103A provides that a dismissal is unfair if 
the reason for the dismissal is that the employee 
made a protected disclosure.

• Section 103A provides that a dismissal is unfair if 
the reason for the dismissal is that the employee 
made a protected disclosure.

Original Text Points

Figure 4: Examples of how complex legal texts are split into points.

made by different parties (e.g. the court
and the plaintiff), the sentences are not
considered to be making the same point.
If the sentences seem to be making the
same argument, but the argument is being
made by different courts (e.g. the Supreme
Court and the Court of Appeal), the
sentences are not considered to be making
the same point.
If the sentences are describing two
different parts of the same legal test
or rule, they are not making the same
point.
If one sentence talks about a conclusion
and one sentence focuses on the reasoning
behind the conclusion, they are not making
the same point.

A.5 Assignment Algorithm to Ensure 1-1
Matching

To find the best-matching reference point for each
candidate point that has more than one reference
match, we developed the following greedy algo-
rithm (combined with a further prompt to an LLM
in the LLM case).

Let the set of candidate points that have at least
one reference match be C. The set of reference
points that the candidate points in C match to is R.
For each candidate point cm in C, if cm has only
one reference match ri, this reference is assigned

to cm. ri and cm are then removed from the pools
R and C. This algorithm is run recursively until
there are no more candidate points in C that have
only one reference match.

We then sort the remaining candidate points in
C in increasing order of the number of reference
points they each match to. We then find the best
match for each candidate point cn in C thus:

• For the cosine case, we assign to cn the refer-
ence point with the smallest cosine distance
from cn. We then run the algorithm described
in the previous paragraph again.

• For the LLM method, we use a further prompt
to an LLM. We run the candidate point cn
through an LLM prompt, together with all
the reference points it matches to, and ask
the LLM which of the reference points is the
closest match. The LLM is prompted with
instructions for what is and is not considered
a similar point in the context of a legal case.
The LLM’s answer rj is assigned to cn, and
rj and cn are removed from the pools R and
C. After each LLM call (which makes one
assignment of an r to a c), we then run the
previously-described algorithm again.

We proceed in this way until all candidate points
which had multiple reference matches have been
assigned a single reference point.
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A.6 Easiness Score Calculation for Point
Extraction

The easiness score (Zhang and Bansal, 2021;
Nawrath et al., 2024) is composed of a recall-based
and a precision-based metric computed between
human-labeled points (PH ) and generated points
(PG). The recall-oriented metric (ER) measures
whether for each human-written point, there is a
closely matching generated point. The precision-
oriented score (EP ) measures whether for each
generated point, there is a closely matching human-
written counterpart.

For a given passage with M human-written
points and N generated points, these scores are
defined as follows:

EP =

∑
Accj
N

,

where

Accj = max
m

Rouge1F1(P
G
j , PH

m ).

The recall-based score is then computed in the
reverse direction:

ER =

∑
Accj
M

,

where

Accj = max
n

Rouge1F1(P
H
j , PG

n ).

The ROUGE score is used here (rather than, for
example, embedding similarity) because we expect
point extraction (which more closely resembles
a chunking process than a paraphrasing one) to
preserve the original lemmas for the most part.

A.7 Step 2 Performance Metrics
For each reference point, we pre-select the 5 candi-
date points that have the closest cosine similarity to
the reference point. This forms the pre-filtered set
of reference-candidate pairs for which we will cal-
culate a precision and recall score for the method.
For the purposes of calculating pure Step 2 per-
formance of the LLM method, if there are gold
matches that do not make it into the top 5 candidate
points, we include these pairs as well. This allows
us to calculate the real performance of the LLM
method even if the cosine method produces a false
negative.

We compare the automated method predictions
to the gold labels as follows to calculate the pair-
wise matching score. Where the gold annotation

indicates a "full match" or "other relevant match"
and the automated method indicates a match, count
this as a True Positive. Where the gold annota-
tion indicates a "partial match" and the automated
method indicates a match, count this as half a True
Positive. Where the human annotation indicates
no match at all, and the method indicates a match,
count this as a False Positive. Where the human
annotation indicates a "full match" or "other rele-
vant match", and the automated method does not
indicate a match, this is a False Negative. Where
the gold annotation indicates a "partial match" and
the automated method does not indicate a match,
this is half a False Negative. All other cases are
True Negatives.

A.8 LLM Prompts
The LLM prompts for proposition extraction,
proposition comparison, and the assignment algo-
rithm are available upon request.
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