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Abstract

In this work, we present two systems—Named
Entity Resolution (NER) and Natural Language
Inference (NLI)—for detecting legal violations
within unstructured textual data and for associ-
ating these violations with potentially affected
individuals, respectively. Both these systems
are lightweight DeBERTa based encoders that
outperform the LLM baselines. The proposed
NER system achieved an F1 score of 60.01% on
Subtask A of the LegalLens challenge, which
focuses on identifying violations. The pro-
posed NLI system achieved an F1 score of
84.73% on Subtask B of the LegalLens chal-
lenge, which focuses on resolving these viola-
tions by matching them with pre-existing legal
complaints of class action cases. Our NER sys-
tem ranked sixth and NLI system ranked fifth
on the LegalLens leaderboard. We release the
trained models and inference scripts1.

1 Introduction

Social networks and other online platforms are in-
creasingly becoming effective tools to address con-
sumer complaints; however, the vast amount of
unstructured textual data makes it challenging to
identify valid complaints and if they are associated
with any legal violations. There is a pressing need
to develop sophisticated methods to identify these
hidden breaches, as they have significant implica-
tions for individual rights and legal obligations, if
any.

In this regard, Bernsohn et al. (2024) propose
two subtasks —Subtask A, Legallens NER (Named
Entity Recognition), to detect legal violations men-
tioned in the text and Subtask B, Legallens NLI
(Natural Language Inference), to match the de-
tected violations with resolved class action cases.
To address these subtasks in this paper, we propose

1https://github.com/BordiaS/LegalLens_
inference

NER and NLI models based on training DeBER-
TaV3 encoders. We finetune task-specific encoders
on our synthetically augmented dataset. In sum-
mary, we list our findings here:

1. Continuing to pretrain an already powerful
general domain task-specific model on our
subtask can boost the performance of our sys-
tem.

2. While synthetic data can significantly boost
the capabilities of models, it’s crucial to rec-
ognize that surpassing specific thresholds of
training data volumes may not necessarily re-
sult in proportional enhancements in perfor-
mance.

3. Scaling laws suggest that Large Language
Models (LLMs) show predictable perfor-
mance improvements. However, smaller mod-
els can either match or perform better us-
ing appropriate training objectives and data,
specifically for classification tasks.

In Section 2, we examine the related works
on NER and NLI tasks. Section 3 provides an
overview of the methodologies employed for the
tasks. In Section 4, we describe the experimental
setup. Section 5 discusses the results and findings;
Section 6 discusses the conclusions.

2 Related Works

NER Research in NER has evolved from statis-
tical models such as Maximum Entropy (Borth-
wick et al., 1998), Hidden Markov Models (Bikel
et al., 1999), and Conditional Random Fields
(CRF)(McCallum and Li, 2003), using bidirec-
tional RNNs, often combined with CRF layers
(Huang et al., 2015; Ma and Hovy, 2016; Lam-
ple et al., 2016) to using transformer-based models
(Vaswani et al., 2017). This transition has enabled
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Table 1: The distribution of number of words by entity
type in the LegalLens NER training dataset

LAW VIOLATED BY VIOLATED ON VIOLATION
4.14 2.19 3.24 12.39

accurate and robust entity recognition across vari-
ous domains and languages. In legal domain, varia-
tions of BERT-based transformers (Devlin, 2018)
like RoBERTa (Liu, 2019), DeBERTaV3 (He et al.,
2021a), LegalBERT (Chalkidis et al., 2020), with
BiLSTM and CRF layers on the top (Huo et al.,
2023; Ningthoujam et al., 2023) have given state-of-
the-art performance on legal NER tasks (Kalamkar
et al., 2022; Modi et al., 2023). Legallens NER task
has four sets of entity types that have not been previ-
ously explored in legal NER research. In this work,
we use the recently proposed DeBERTaV3 based
GLiNER (Zaratiana et al., 2023) architecture that
outperforms both ChatGPT (Brown et al., 2020)
and fine-tuned LLMs in zero-shot evaluations on
various NER benchmarks.

NLI NLI classifies the logical relationship be-
tween a premise (a given statement) and a hypoth-
esis (a proposed conclusion) as entailed, contra-
dictory, or neutral. Early work on NLI focused
on rule-based systems and logical inference (Gi-
ampiccolo et al., 2007). The advent of large-scale
datasets, such as the SNLI (Bowman et al., 2015),
MultiNLI corpus (Williams et al., 2017), XNLI
(Conneau et al., 2018) enabled the development of
sophisticated models. Transformer-based models
such as RoBERTa (Liu, 2019) and XLNet(Yang,
2019) have pushed the limits of NLI performance
by giving human-like scores.

NLI is a critical task in NLP that serves as a
benchmark for natural language understanding. Al-
though significant progress has been made, chal-
lenges remain in developing systems that can per-
form robust and generalizable inference across di-
verse domains and languages. In this work, we
use Tasksource’s NLI model and finetune it on the
LegalLens NLI dataset. Tasksource is a framework
that harmonizes data sets for multitask learning
and evaluation in NLP by providing a collection of
pre-processing methods (Sileo, 2024).

Data Augmentation The advent of LLMs has
introduced a novel approach to data augmentation
in machine learning tasks (He et al., 2021b; Gan
and Ng, 2019; Hosseini et al., 2024). Leverag-
ing the capabilities of these models, we employ

two distinct strategies to enhance our datasets. For
the NER task, we utilize few-shot learning tech-
niques to expand the existing dataset. This method
allows us to generate additional, contextually rele-
vant examples based on a small number of initial
samples. Concurrently, for the NLI dataset, we im-
plement a paraphrasing approach. This technique
involves reformulating the sentences—premise and
hypothesis—while preserving their semantic con-
tent, thereby increasing the diversity and robustness
of our training data. This approach also preserves
the original label distribution. We use Mixtral 8x7B
model (Jiang et al., 2024), a state-of-the-art LLM,
to augment both the datasets. The specific prompts
used for these augmentation tasks are detailed in
the Appendix A for both the subtasks, ensuring
transparency and reproducibility of our methods.

3 Methodology

In this section, we introduce our approach for each
of the subtasks.

3.1 Subtask A: LegalLens NER

Problem Statement The NER task aims to
detect legal violations in social media posts and
online reviews. The training and development
datasets consist of 710 and 617 data points. We
specifically identify the following entities: LAW
(law or regulation breached), VIOLATION (content
describing the violation), VIOLATED BY(entity com-
mitting the violation) and VIOLATED ON (victim or
affected party).The average number of words range
between 2.19 and 4.14 for LAW, VIOLATED BY and
VIOLATED ON while the average number of words
for VIOLATION is 12.39 as shown in Table 1.

Contribution Our main contributions are as fol-
lows:

• We finetune a lightweight bidirectional trans-
former encoder GLiNER proposed by Zara-
tiana et al. (2023), that uses DeBERTaV3 (He
et al., 2021a) as backbone. It is trained on
Pile-NER dataset (Zhou et al., 2023).

• We experiment with the architectures—single,
bi-encoder and polyencoder—proposed by
Zaratiana et al. (2023)

All the pre-trained checkpoints of these models
are taken from the Hugging Face hub repository.
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Model Precision Recall F1
gliner_small-v2.1 70.26 45.83 55.47
gliner_base 71.30 47.02 56.67
gliner_small 72.32 45.71 56.02
gliner-bi-base-v1.0 83.30 46.31 59.53
gliner-bi-small-v1.0 74.00 48.39 58.52
gliner-poly-small-v1.0 71.04 49.64 58.44

Table 2: Comparison of different GLiNER architectures on LegalLens NER development dataset. The table
showcases the models and their respective performance

3.2 Subtask B: LegalLens NLI
Problem Statement The NLI task aims to link
resolved class action cases with violations detected
by the NER model. The premise comprises sum-
maries of legal news articles, while the hypothesis
consists of synthetically generated social media
posts that mimic potential legal violations. The
dataset includes 312 data points across four legal
domains: Consumer Protection, Privacy, TCPA,
and Wage.

Contribution

• We finetune a multitask DeBERTaV3 based
encoder, Tasksource (Sileo, 2024), that casts
all the classification tasks as natural language
inference and trains the model on 600+ En-
glish tasks simultaneously to achieve state-of-
the-art performance at its size.

• We propose synthetic data generation to en-
hance the performance of the model. We
employ Mixtral 8x7B by Jiang et al. (2024)
to generate paraphrases for each premise-
hypothesis pair. The class labels (Entailed,
Contradict, and Neutral) remain unchanged.
This approach doubles the size of the train-
ing data while preserving the original class
distribution.

• Augmenting the NLI dataset boosted the final
F1 score metric by a significant margin of
7.65%.

4 Experimental Settings

NER We finetune the GLiNER models on the
LegalLens NER dataset using a dropout rate of
0.5 and a batch size of 8. We employ AdamW
optimizer with a base learning rate of 1e-5 for pre-
trained layers (the transformer backbone, DeBER-
TaV3) and 5e-5 for non-pre-trained layers (FFN
layers, span representation). The model is trained

Entity Type Precision Recall F1
LAW 73.40 92.00 81.66
VIOLATED BY 88.16 89.33 88.74
VIOLATED ON 71.43 73.33 72.37
VIOLATION 68.17 39.29 49.85
micro avg 71.93 51.49 60.01

Table 3: Entity level metrics of the best performing
model gliner-bi-base-v1.0 integrated with predefined
rules

to a maximum of 10 epochs, starting with a 10%
warm-up phase, followed by a decay phase using
a linear scheduler. We save the best checkpoint
and, subsequently, reduce the learning rate to 5e-6,
and train this checkpoint until convergence. To ad-
dress class imbalance, we use focal loss, instead of
cross-entropy loss, with alpha 0.75 and gamma 2.

We experiment with three different architectures
proposed by Zaratiana et al. (2023) and Knowl-
edgator Engineering2—original GLiNER, the bi-
encoder and the poly-encoder as shown in Table
2. During inference, we utilize a model threshold
of 0.8 to compute performance metrics. Addition-
ally, we implement a rule to eliminate false positive
entities. In the event that multiple entities of the
same type are extracted, we discard the entity with
the lowest confidence score and retain the one with
the highest score. This approach resulted in an
improvement in the F1 score by 0.5%, reaching
60.01%.

NLI We train four models and test them on each
legal domain. Each of these four models is trained
on three domains at once and tested on the fourth to
prevent data leakage as described by Bernsohn et al.
(2024). For each domain, we finetune Tasksource’s
NLI model using a learning rate of 2e-5, a sequence
length of 256, and a batch size of 8 for a maxi-
mum of 7 epochs using a cosine scheduler. We

2Knowledgator Blog link

261

https://blog.knowledgator.com/meet-the-new-zero-shot-ner-architecture-30ffc2cb1ee0


Model Consumer Protection Privacy TCPA Wage Macro F1
tasksource (orignal) 85.48 76.07 62.16 81.56 76.31
tasksource (augmented) 88.71 85.88 79.72 84.61 84.73

Table 4: Comparison of Tasksource’s model performance on LegalLens NLI’s dev dataset. The second row shows
the improved performance using the augmented dataset over the original dataset as the training data by 7.65%

save the best checkpoint and reduce the learning
rate to 2e-6, and further train it until convergence.
As shown in Table 4, the synthetically augmented
dataset boosted the performance of the models on
the development dataset by 7.65%.

5 Results and Discussions

NER The original GLiNER architecture employs
bi-directional encoder. The entity labels, separated
by [SEP] token, and the input sequence are con-
catenated and then passed through the encoder
model. The bi-encoder architecture decouples
the entity labels and input sequence. The poly-
encoder uses fuses the entity label and input se-
quence encoder representations together to capture
the interactions between them. The bi-encoder
model, gliner-bi-base-v1.0, has best perfor-
mance with an F1 score of 59.53% and the high-
est precision of 83.30%. The polyencoder model,
gliner-poly-small-v1.0, gave the highest re-
call of 49.64% as shown in Table 2.

Our experiments reveal that shuffling entity or-
der and randomly dropping entities did not affect
the metrics. After identifying the best model, we
trained it on a synthetic dataset generated using
few-shot learning. However, this approach did not
yield any improvement in results. We then applied
rule-based entity filtering, which improved the de-
velopment dataset results by 0.5%, increasing the
final F1 score from 59.53% to 60.01%. The system
ranked sixth on the leaderboad with an F1 score of
33.00% on the test dataset (Hagag et al., 2024).

Table 1 illustrates the distribution of word count
by entity type. The VIOLATION entity type averages
12.39 words, compared to a maximum of 4.14 for
the other three types, increasing the complexity
of the task. The model performs better on shorter
entities, as shown in Table 3. Previous research
has shown that NER models struggle with complex
entities and tagging long sequences (Dai, 2018).

Although our model results did not surpass the
baselines (Bernsohn et al., 2024), further explo-
ration of medium and large variants of GLiNER
could be beneficial. Due to limited computational

Figure 1: Final Confusion Matrix on the LegalLens NLI
the dev dataset

resources, we were unable to include them in our
experiments.

NLI For each legal type category, we employ
four distinct models. During the evaluation process
on the unlabeled test set, we consider the collective
assessment of all four models. The final label for a
premise-hypothesis pair is determined by the model
exhibiting the highest confidence score among the
four. Our findings indicate that data augmentation
proved beneficial, albeit to a certain extent. When
we expanded the dataset to triple its original size
by incorporating an additional set of paraphrases,
we observed that the corresponding increase in F1
scores was not proportional to the increase in data
volume. This suggests that there may be diminish-
ing returns in terms of performance improvement
beyond a certain threshold of data augmentation.

We compare our results with the baseline pro-
posed by Bernsohn et al. (2024). They finetune
Falcon 7B (Almazrouei et al., 2023) and report an
F1 score of 81.02% compared to 84.73% for our
model. The system ranked fifth on the leaderboad
with an F1 score of 65.30% on the test dataset (Ha-
gag et al., 2024).

In the error analysis of the final model, we see
that both the models are capable of handling first
class errors—confusions between Contradict and
Entailed. However, our model does better with
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handling second-class errors—misclassification of
Contradict or Entailed as Neutral; and Fal-
con 7B model does better with handling another
class of errors—misclassification of Neutral as
Contradict or Entailed. The confusion matrix
for our model is shown in Figure 1.

It is interesting to note that a multitask DeBERTa
based encoder surpassed the performance of a 7B
parameter by 3.17%. Our model is capable of re-
solving the ambiguities and complexities related to
wage norms. Finally, it can be stated that paraphras-
ing can serve as a data augmentation technique to
enhance the natural language understanding capa-
bilities of smaller models.

6 Conclusion

In conclusion, we present two systems developed
for the LegalLens 2024 shared task, comprising
a zero-shot bidirectional DeBERTa encoder with
domain-adaptive pretraining for the NER subtask
and a multitask DeBERTa encoder enhanced by
data augmentation techniques for the NLI subtask.
The experiments demonstrate that synthetic data
generation can enrich datasets and improve the
performance of encoder-based models. However,
it is evident that more data does not necessarily
translate to better performance. By optimizing on
smaller but richer datasets and employing suitable
training objectives, smaller models can outperform
larger language models.

Further exploration of different augmentation
strategies, with a particular focus on generating
more contextually diverse synthetic data, employ-
ing adversarial data, or leveraging domain-specific
paraphrasing techniques, may yield performance
improvements for NER tasks. While rule-based fil-
tering improved the F1 score by 0.5%, the adoption
of more sophisticated post-processing strategies,
such as probabilistic methods or ensemble tech-
niques, holds the potential to further enhance the
results.

Finally, the proposed systems secured the sixth
and fifth ranks in the LegalLens NER and Legal-
Lens NLI tasks, respectively, demonstrating their
competitiveness in the shared task.
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A Example Appendix

Prompts Figure 2 showcases few-shot learning
approach to generate NER data points using three
randomly selected examples from the training
dataset.

Figure 3 and 4 showcase prompts to generate
praphrases of premise and hypothesis of the NLI
training dataset.
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Figure 2: Prompt design for NER dataset with task description and few-shot examples

Figure 3: Prompt design to paraphrase the premise of the NLI training dataset.

Figure 4: Prompt design to paraphrase the hypothesis of the NLI training dataset.
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